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ABSTRACT
Successful collaboration relies on the coordination and alignment of communicative cues. In this paper, we present mechanisms of bidirectional gaze—the coordinated production and detection of gaze cues—by which a virtual character can coordinate its gaze cues with those of its human user. We implement these mechanisms in a hybrid stochastic/heuristic model synthesized from data collected in human-human interactions. In three lab studies wherein a virtual character instructs participants in a sandwich-making task, we demonstrate how bidirectional gaze can lead to positive outcomes in error rate, completion time, and the agent’s ability to produce quick, effective nonverbal references. The first study involved an on-screen agent and the participant wearing eye-tracking glasses. The second study demonstrates that these positive outcomes can be achieved using head-pose estimation in place of full eye tracking. The third study demonstrates that these effects also transfer into virtual-reality interactions.
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INTRODUCTION
When people interact they use a number of verbal and nonverbal communication mechanisms to coordinate. Gaze is a particularly important cue in both directions; people use it to indicate their attention as well as sense the attention of others. For example, an instructor might observe the gaze of their student to see that they are looking in the wrong place or are seeking help and then use their own gaze to capture the student’s attention in order to guide it to the correct place. Such bidirectional gaze mechanisms can improve coordination in interaction by correcting potential failures before they occur in a subtle way, avoiding interruptions in the flow of activity.

Interfaces utilizing virtual embodied agents hold great promise for situated interaction in domains such as work training, occupational therapy, rehabilitation, counseling, retail, education, entertainment, and more. To build rich, immersive, and fluent interactive experiences with agents in these settings, we must build models that they can use to coordinate their actions and behaviors with their users and shared objects in the task environment. In this paper, we present techniques that improve the quality of human-agent interactive experiences through the use of bidirectional gaze—the coordinated production and responsiveness to social gaze cues—and demonstrate that these techniques indeed achieve positive interaction outcomes.

Figure 1. Left: A user wears eye-tracking glasses to collaboratively assemble a sandwich with a virtual character. Middle: The virtual character produces gaze cues to relevant task objects. Right: A user interacting with the virtual character in head-mounted virtual reality.
coordination when interacting with people. The opportunity exists for agents to use their embodiments to express social gaze cues and through the use of gaze tracking technologies detect and interpret the user’s gaze cues. However, these gaze cues must be simultaneously expressed by the agent and interpreted from the user in an interactive, dynamic process.

The primary contribution of our paper is a bidirectional gaze model that enables an agent to interpret the gaze of its user and generate its own gaze to effectively communicate coordinative behaviors. We utilize data collected in a previous human-subjects experiment to inform the design of a stochastic finite-state-machine model with heuristic rules that can respond in real time to streams of signals, including eye-tracker information, to drive the animation of a character’s gaze. A user study (n = 32) utilizing an on-screen agent system validates this model, showing that bidirectional gaze behaviors can lead to positive collaborative outcomes in error rate, completion time, subjective quality, and the ability of the agent to produce quick references that require little verbal disambiguation.

In order to make the model more practical, we also explore removing the need for accurate spatial gaze tracking. We provide methods that use easily obtained head-tracking information as a proxy for detailed gaze information and validate that this approximation achieves desired results in a second empirical study (n = 12). This ability to use head-tracking data to achieve bidirectional gaze effects also makes our approach practical for virtual reality applications. We demonstrate this in a third version of our system using an Oculus Rift head-mounted display, and confirm that we can achieve the desirable effects of bidirectional gaze in a third user study (n = 20).

BACKGROUND
Previous research on gaze behavior has characterized it as a key mechanism for communication and coordination in human interactions and a potential resource for creating natural and effective interactive experiences involving embodied agents.

Gaze in Coordination and Collaboration
Human interactions involve individuals drawing on social exchanges to coordinate their actions toward changing their environment [13, 14, 46]. In these interactions, communicators seek to establish common ground [17, 13, 46] by exchanging information and to obtain situation awareness by monitoring visual information available in the environment[19, 16, 22]. This awareness enables them to predict breakdowns in coordination and engage in repair [26], using language to re-establish common ground, such as a teacher seeing that a student appears confused and offering clarification.

Gaze cues facilitate both the process of establishing common ground and the process of engaging in repair. Conversational partners monitor each others’ gaze and engage in shared gaze to indicate attention to and understanding of references to objects [16, 5, 21, 9]. Breakdowns in understanding or need for more information by listeners can be judged based on whether or not their attention is directed toward references [5]. When breakdowns do occur, gaze cues of the speaker serve to rapidly disambiguate references [24]. The gaze patterns of a partner can also help predict ensuing task actions [50] and cognitive processes such as language comprehension [48].

This continuous process of grounding and repair is facilitated by gaze coordination, the emergent coupling of gaze patterns between conversational partners [43]. This coordination signals how well speakers and listeners achieve visual common ground [41, 5] and predicts conversational outcomes such as listener comprehension [42]. Gaze coordination is an efficient way to facilitate collaboration, reducing the cost of language production for coordination and repair [17, 8], particularly for rapid communication of spatial information [36].

Previous research on human communication has examined how people engage in gaze coordination, such as the timings of when people look toward objects to which they or their partners verbally refer [23, 33, 48]. These investigations are generally one-sided, looking at each person’s gaze in isolation, and do not capture the intricate coordinative patterns in which partners’ gaze behaviors interact. Previous work has also investigated gaze alignment, exploring the extent to which conversational partners gaze toward the same targets at various time offsets [41, 5]. This paper extends the human communication work with a computational model of gaze coordination and alignment applicable to embodied agents in HCI.

Gaze in Coordination with Embodied Agents
Previous work has extensively explored how embodied agents can use the production of gaze cues for a number of social functions, e.g., signaling attention [40, 38], spatial referencing [10, 3], and action coordination [7, 34]. However, much less work has considered the use of gaze as an input for agent interaction. Previous studies have explored how embodied agents can monitor the gaze of their users and seek to establish shared attention by aligning their gaze with those of their users [51]; by selectively using gaze shifts, head motion, and voice depending on user orientation [27]; and by dynamically engaging in mutual and averted gaze [6]. Prior research also includes studies of gaze coordination between humans and robots. Skantze et al. [47] investigated user interactions with a robot that employed coordination mechanisms such as joint attention, turn-taking, and action monitoring, finding that these mechanisms facilitated reference disambiguation. Similarly, Mehlimann et al. [32] devised a heuristics-based gaze model for conversational grounding that allowed a robot to utilize user gaze in order to disambiguate user speech, establish joint attention, and regulate turn-taking.

Another line of work among these studies involved enabling embodied agents to monitor user gaze for signals of communication or task breakdowns and to offer repair. These studies included the development of a spoken dialogue system that monitored user gaze patterns to determine the need for reference resolution [12]; a robot system that monitored user gaze as they performed an assembly task and proactively provide task assistance [44]; an intelligent tutoring system that used gaze direction to determine whether or not the student lost attention and prompted the student to pay attention to the tutoring [18]; and a robot system that monitored user gaze and task actions to predict hesitation or breakdowns in understanding and offer additional task information [49]. Assessments of
these systems have demonstrated that, by monitoring, inferring user states based on, and responding to gaze, agents can improve coordination with their users.

Although previous work has extensively studied human gaze coordination and explored integrating some of its mechanisms into the design of embodied agents, humanlike gaze coordination with such agents is still an unrealized goal. This paper seeks to address this knowledge gap by presenting a model of bidirectional gaze, allowing virtual characters to express gaze and react to user gaze in a coordinated fashion in order to create richer and more natural interactive experiences. Our work extends prior results on the use of coordinated gaze behaviors between humans and embodied agents by providing a model constructed directly from human data, implementing the behaviors using new technologies, and providing a unique methodology for evaluation.

MODELING BIDIRECTIONAL GAZE

Our full model of bidirectional gaze is comprised of two major components: a stochastic finite-state-machine with statistical parameters of what to gaze toward, independent of the user, and a heuristic rule-based component on what to do in response to the user’s gaze. In this section we first describe a baseline descriptive model of human bidirectional gaze behaviors from previous work. We then present our work to extend the previous analyses into a generative model by turning descriptive statistics into stochastic parameters to a finite-state-machine. To add gaze responsiveness, we also performed extra analysis on the existing data and developed several heuristics to inform the agent on what to do in response to user gaze. At the end of this section we describe a virtual agent system which we developed to utilize the bidirectional gaze model in a physical instruction-based task. We also describe two additional versions of the system that we developed to utilize low-cost head tracking and to situate the interaction in virtual reality.

Human-Human Data & Descriptive Model

The general class of tasks that we focus on in this paper includes physical collaborations in which one participant provides instructions to the other participant. One of the basic building blocks of physical collaborations is the reference-action sequence: one participant makes a verbal reference to a physical object and the other participant performs an action on that object. Previous work in psychology, particularly recent work by Andrist et al. [1], has analyzed the high-level structure of reference-action sequences and provided a qualitative understanding of gaze coordination within such sequences. Our model development builds on this work, using data obtained by Andrist et al. [1] as well as the descriptive model resulting from their analysis. The paragraphs below will briefly describe the task and setting in which this data was collected in order to provide the reader with context on our model.

Following Andrist et al. [1], the model scenario we utilize throughout this paper is a sandwich-building task—representing a real-world scenario that most non-experts should be familiar with. In this task, one participant—the instructor—provides verbal instructions to the other participant—the worker—on what sandwich ingredients, arranged on a

table between the participants, to physically move onto some nearby bread. The instructor is directed to request a single ingredient at a time, not to physically touch any of the ingredients, and to communicate using speech and gaze alone. The worker is responsible for all physical actions. The task is complete when fifteen items of the instructor’s choosing have been moved from the task space where ingredients are located to the target bread. All ingredients are made of toy fabric and may have multiple instances, such as two different tomato slices. This task consists of fifteen discrete reference-action sequences in which ambiguous verbal references may appear, e.g., a reference to “the cheese” when there are both swiss cheese and cheddar cheese in the source area.

The data obtained by Andrist et al. [1] was acquired from 13 previously unacquainted dyads. Both participants wore mobile eye-tracking glasses. Each interaction was divided into a set of reference-action sequences which were further divided into four discrete phases. These phases include:

- pre-reference—time before verbal reference has been made.
- reference—time during the verbal request for a specific sandwich ingredient.
- monitor—time directly after the verbal reference when the instructor monitors the worker for understanding.
- action—time during the worker’s successful action of moving the ingredient to the target bread.

The most pertinent analysis conducted by Andrist et al. [1] explored the alignment between gaze behaviors of interacting participants throughout each reference-action sequence. Gaze alignments were computed in each of the four phases, shifting the instructor’s and worker’s gaze streams at different offsets in relation to each other. The peak of the line graph for each of the four phases in Figure 2 represents the optimal time lag at that phase. Positive lags (peaks on the right side of the graph) put the instructor ahead of the worker, indicating that the instructor is “driving” the gaze patterns, while negative lags (peaks on the left side) indicate that the worker is driving.

This analysis revealed a general rise and fall in alignment throughout a sequence, as well as a back-and-forth pattern of which participant was leading the interaction in terms of their gaze behavior. These observations shed light on the role of gaze in “mixed initiative” conversations [37]. Early in an interaction sequence, the instructor drives the interaction by finding and referencing an object that they wish the worker to find and act upon. Then the worker takes initiative by searching for and acting upon the referent while the instructor monitors for potential breakdowns. In this paper, we utilize these observations in order to construct a model that allows an agent to synthesize similar behavior, as described next.

Our Model

The analysis by Andrist et al. [1] was conducted from the perspective of the instructor, which we also focus on for this paper as a role that a virtual character could effectively take on. Their analysis suggests that the agent should shift from leading with its gaze during pre-reference and reference phases (producing gaze behaviors to which the user is expected to respond) to following the user’s gaze during the monitor and
Instructor Gaze-Target

Gaze Shift Probabilities
Pre-reference 0.4 0 0.57 0.03 0
Reference 0.48 0 0.41 0.11 0
Monitor 0.49 0.02 0.34 0.15 0
Action 0 0 0.65 0.11 0.24
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Figure 2. Adapted from Andrist et al. [1]. Peaks of gaze alignment within each phase, which occur in pre-reference and reference when the instructor’s gaze is shifted ahead of the worker’s gaze and in monitor and action phases when the instructor’s gaze is shifted behind the worker’s.

action phases (gazing in response to the detected gaze behaviors of the user). Thus, our model of bidirectional gaze has two major components: a stochastic component with statistical parameters of what to gaze at when, independent of the user, and a heuristic rule-based component on what to gaze at in response to the user during the monitor and action phases.

Producing Gaze with a Stochastic Finite-State-Machine

The agent’s world is broken down into five categories of gaze targets relevant to the task: the referent, objects ambiguous to the referent, the user, the action target (always the bread for this scenario), and all other task-relevant objects (the ingredients that are not the referent or ambiguous to the referent).

At the highest level, the model traverses through the separate phases of a reference-action sequence according to the agent’s speech and the user’s actions. The pre-reference phase is entered at the conclusion of the user’s action in the previous reference-action sequence. The reference phase is entered once the agent starts producing the verbal reference. Once the agent finishes speaking the reference, the monitor phase begins. This may involve responding to a user’s request for clarification, either explicitly via speech recognition or implicitly from gaze via the heuristic part of the model described below. The action phase begins when the worker begins the relevant action, in this case grabbing the appropriate ingredient. Grabbing the wrong ingredient is considered an error, and the agent remains in the monitor phase, instructing the user to place that ingredient back and locate the correct one, providing additional description to help clarify. If the correct item is grabbed, the action phase lasts until the user brings it to the target bread location. Once that motion is complete, the next reference-action phase begins.

Within each phase, a stochastic finite-state machine is employed to determine which targets to gaze at and for how long. This state machine includes five states, one for each category of possible gaze targets (referent, ambiguous, user, bread, and other). Each state is associated with a Gaussian distribution with mean and standard deviation values derived from the existing data (Table 1 top). Values sampled from these distributions served as gaze-length values when producing a gaze shift to that target. Transitions among states (realized as a gaze shift to the associated target) are dictated by the probabilities of gazing toward each type of target within the current phase (also derived from the existing data) (Table 1 bottom). When one gaze fixation is completed, the next gaze target is determined through a weighted random sample of the probabilities of gazing at the other targets. For states containing multiple discrete instances of possible locations, e.g., the “other task-relevant objects” state, one of these instances is randomly selected as the next gaze target.

Responding to Gaze with Heuristic Rules

In addition to the stochastic state-machine, which runs at all times during the interaction, the full model for responsive phases (monitor and action) also includes heuristically defined triggers of what the agent should do in response to user gaze. These heuristics override events in the stochastic state-machine part of the model, which is active at all other times.

To derive these heuristics, we examined phases from the existing human-human data where the instructor seemed to be “following” the gaze of the worker, rather than leading, looking for potentially interesting events or triggers in the worker’s gaze in order to discover what the instructor is likely to do in the seconds immediately following that event. For example, when the worker looks at an ambiguous object, what is the instructor likely to look at next? Figure 3 (left) depicts the likelihood, over all collected data, of what the instructor is looking at over time following the event of a worker gazing to a wrong ambiguous ingredient, e.g., the light green lettuce instead of the dark green spinach. As can be observed, the likelihood that the instructor gazes toward the correct referent goes up and that of gazing toward other ingredients goes down, likely as a means to drive attention toward the correct object. Similarly in Figure 3 (right), when the worker looks at the correct referent, the likelihood of the instructor looking towards the referent again goes up over the next second. We examined a variety of such phenomena in our data in order to synthesize the following heuristic rules.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Referent</th>
<th>Ambiguous</th>
<th>Other</th>
<th>User</th>
<th>Bread</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-reference</td>
<td>0.85</td>
<td>0.45</td>
<td>0.35</td>
<td>0.65</td>
<td>0</td>
</tr>
<tr>
<td>Reference</td>
<td>1.1</td>
<td>0.5</td>
<td>0.45</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>Monitor</td>
<td>1.2</td>
<td>0.6</td>
<td>0.47</td>
<td>1.7</td>
<td>0</td>
</tr>
<tr>
<td>Action</td>
<td>0</td>
<td>0</td>
<td>0.65</td>
<td>0.4</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 1. Top: Mean gaze lengths to targets within each phase. Bottom: Probabilities of gazing toward targets within each phase.

Figure 3. Gaze triggers informing the heuristic model component. Left: Likelihood of instructor gaze to the referent goes up over time following the worker’s gaze to an ambiguous item. Right: Likelihood of instructor gaze to the referent goes up following the worker’s gaze to the referent.
In the monitor phase (Figure 4):

1. **Joint attention following** — When the user gazes toward the referent, the agent also gazes toward the referent.
2. **Shifting joint attention** — When the user gazes toward an object that is ambiguous with the referent, the agent gazes toward the referent. If the user is gazing toward the ambiguous object for more than one second without fixating on the referent, the agent gazes toward the user and preemptively offers a verbal refinement.
3. **Mutual gaze** — When the user gazes toward the agent, the agent gazes back toward the user. If the user has not made the correct action within two seconds of gazing toward the agent, the agent preemptively offers a verbal refinement.

In the action phase:

1. **Tracking action intent** — When the user gazes toward the target bread, the agent also gazes toward the target bread.
2. **Mutual gaze and shifting joint attention** — When the user gazes toward the agent, the agent gazes back to the user and then to the target.
3. **Joint attention following** — When the user gazes toward any ingredient, the agent gazes toward that ingredient.

**System Design**

We implemented an interactive virtual agent system on top of the Unity game engine. In order to integrate the bidirectional gaze model, additional system components were required. First, a model of gaze motions is necessary to actually execute shifts in gaze from one target to another. The gaze model developed by Andrist et al. [3] was utilized for this purpose.

Throughout interaction, the agent requires real-time access to the human interlocutor’s point-of-regard. In the on-screen interaction version of the system (Figure 1 left), the user wears SMI eye-tracking glasses to provide the agent with a constant stream of gaze points within the glasses’ front-facing camera view. To classify these gaze points in terms of the actual object being looked at, a system of augmented reality (AR) tags are used to convert camera-space points into real-world points. The ArUco library [20] was used for the detection of tags, providing the camera-space corner points of any and all tags detected in the camera’s view (10 fps). Given these corner points, a nearby gaze tracker point-of-regard, the known real-world dimensions of the tag, and the assumption that the gaze point falls on the same plane as the tag, the Jacobi iterative method is used to solve for the homography between camera-space and real-space. This produces the real-world coordinates of the gaze point-of-regard. Tags are arranged on a table to create a grid of 18 locations. Using this system, the agent is provided with real-time access to the grid location being looked at by the human, which the agent can then associate with a particular item given its internal task representation.

Two AR tags are also placed around the agent on the frame of the display to detect when the user looks toward the agent. To make successful reference utterances, the speaker needs some form of feedback from the addressee. Despite the best efforts of speakers, there will inevitably be breakdowns—misunderstandings or miscommunication—that can impede ongoing progress of the interaction or lead to breakdowns in the future [52]. The preemptive verbal refinements provided by the heuristic portion of the model allow the agent to engage in repair in a natural and efficient way. In addition to these gaze-triggered refinements, the overall system enables the agent to respond to explicit verbal requests for refinement.

We developed a second version of the system by replacing the expensive eye-tracking technology with a lower-cost head-tracking solution. This system used a Kinect to track the head pose of the user. A virtual ray is extended forward from the point between the eyes and intersected with the task space. The bidirectional gaze model is relaxed to treat head pose as a gaze “cone” rather than a precise gaze point. For example, a reference gaze is detected when the user’s head pose is directed toward the referent or to any objects within one grid cell of the referent in the task space. A third version of the system was subsequently developed to target head-mounted virtual reality, specifically the Oculus Rift. This implementation also utilizes the relaxed head-tracking version of the model, making use of the Rift’s built-in head tracking as a proxy for gaze direction.

All three systems include speech recognition and task tracking modules. Speech recognition for verbal clarification requests is performed using a microphone and Microsoft Speech. Task tracking in the first two implementations utilizes a ceiling camera focused on the task space. As items are moved, AR tags become revealed, which communicates to the agent that an action has been performed. This action can be compared to the agent’s current task model to check if the correct action has been performed, and if not, to issue a verbal repair to correct
the error. In VR, task tracking is accomplished by gazing with the head toward an ingredient and tapping a button to indicate ingredient selections, whereupon the selected ingredient (if correct) is animated to move to the action destination.

**STUDY 1: ON-SCREEN INTERACTION**

We next sought to evaluate the ability of our model of bidirectional gaze to improve a virtual character’s ability to interact with people in natural, engaging, and effective ways. We chose the same interaction scenario that was previously used in data collection for the model—learning how to make a sandwich.

**Study Design:** The user study followed a 2×2 within-participants design. The independent variables included whether or not the agent produced gaze motions and whether or not the agent responded to user gaze with its own gaze and verbal clarifications. Considering both variables separately enabled us to explore the relative effectiveness of a virtual character reacting to user gaze as input and/or producing gaze as output to facilitate interactive experiences. Each participant interacted with the virtual character system four times, making one sandwich in each condition in a randomized order.

**Hypotheses:** Our evaluation of the bidirectional gaze model was guided by three central hypotheses, focusing on the production of referential gaze behavior, the responsiveness to user gaze, and the benefits of doing both simultaneously.

**Hypothesis 1**—A virtual character that produces gaze according to the bidirectional gaze model will improve user interaction over one that statically gazes toward the user.

More specifically, we predict that producing gaze cues will enable the agent to utilize faster, ambiguous referencing without breakdowns or requests for repair (e.g., clarification). This prediction is supported by prior research that has found that a virtual agent mimicking user behaviors more successfully directs user attention, resulting in faster task completion and fewer errors [4].

**Hypothesis 2**—A virtual character that responds to user gaze according to the bidirectional gaze model will improve user interaction over one that does not respond to user gaze.

By tracking and responding to user gaze with its own gaze and speech, the virtual agent will be able to anticipate breakdowns before they occur or before a repair request is made. This hypothesis is supported by previous work that has demonstrated that gaze behaviors precede physical actions [31, 25] and characters that respond to user gaze improve learning gains in tutoring scenarios [18].

**Hypothesis 3**—A virtual character that both produces gaze and responds to user gaze will further improve user interaction over only producing gaze or only responding to user gaze.

Previous work has shown that coordinated gaze between pairs of people improves performance in visual search tasks [36] and in answering comprehension questions [41].

**Procedure:** Following informed consent, the experimenter provided the participant with high-level instructions and calibrated the eye-tracking glasses. A virtual character named “Jason” was introduced, which then instructed participants on how to assemble four sandwiches with different ingredients. The order of the sandwiches, as well as their assignment to condition, was randomized. Each sandwich required 12 ingredients, at least four of which were inherently ambiguous, e.g., the character asked for “cheese” when both Swiss cheese and cheddar cheese were present. Following each sandwich, the participants completed a questionnaire about their experience with that version of the agent and took a quiz that measured their recall of the ingredients of the sandwich. Following the completion of all sandwiches, the participant filled out a demographic questionnaire and received $5 USD for compensation.

**Measures:** All studies included the same core set of objective, behavioral, and subjective measures to assess the quality and effectiveness of a character’s use of bidirectional gaze.

**Objective measures:** Completion time and number of errors (i.e., incorrect actions taken) were measured both within each reference-action sequence and across the making of the sandwich. We also counted the number of verbal requests the participant made for clarification. Finally, participants completed a recall quiz to list the ingredients used for each sandwich.

**Behavioral measures:** We recorded participant gaze to extract behavioral measures, including the amount of shared and mutual gaze—percentage of time that the agent and user looked toward the same object and toward each other, respectively—as measures of behavioral synchrony. The percentage of time that users looked toward ambiguous objects not relevant to the interaction served as an indicator of confusion. Finally, we measured the time from the onset of the character’s verbal reference to when the user fixated on the referent.

**Subjective measures:** Participants completed a questionnaire about their impressions of the agent after finishing each condition. Using an exploratory-confirmatory factor analysis, four scales were constructed, each comprised of several seven-point-rating-scale questions of the form, “I believe that this version of Jason was...”

1. **Task competence:** “engaged in the task,” “dedicated to the task,” “active part of task,” “helpful” (Cronbach’s α = .88);
2. **Cognitive abilities:** “sensitive to my needs,” “intelligent,” “an expert” (Cronbach’s α = .87);
3. **Expressiveness:** “lively,” “expressive,” “excited to help me,” “humanlike in behavior” (Cronbach’s α = .91);
4. **Visual attentiveness:** “watchful,” “attentive,” “observant” (Cronbach’s α = .91).

**Participants:** Forty participants from the University of Wisconsin–Madison campus participated in the first user study. Due to occasional system malfunctions, eight were excluded from analysis, resulting in 32 participants (14 females, 18 males) whose ages ranged from 18 to 32 (M = 22.4, SD = 4.0).

**Results**

The data collected from the user study were analyzed with a repeated-measures analysis of variance (ANOVA). The statistical model included two independent variables: gaze-producing (on or off) and gaze-responsive (on or off). Both trial number and the particular sandwich type, e.g., “bacon special” or...
“turkey special” were modeled as control variables in order to control for differences in inherent ambiguity across ingredients. A Bonferroni correction was applied to control for Type I errors in multiple comparisons. All statistical test results are reported in Figures 5, 6, and 7 for ease of reading. We report on the full set of measures only for Study 1 and focus on the more important and illuminating results for Studies 2 and 3.

**Objective Results:** Our analysis of the task duration measure supported all three hypotheses. Participants completed the task more quickly and with fewer errors when the character responded to user gaze and when it produced gaze cues compared to when it did not engage these mechanisms. The use of both mechanisms had an additive effect; participants completed the character’s instructions faster and with fewer errors when it used both mechanisms than when it engaged only one of these mechanisms (Figure 5).

Our analysis of the number of requests participants made for refinement provided support for H1 and H2 and partial support for H3. While gaze responsiveness and gaze production both reduced the number of requests made, the use of both mechanisms further reduced requests only marginally over gaze production alone. The character’s use of the gaze-responsive mechanism improved participant recall of the ingredients of the sandwich after the task, while its use of gaze production had no effect, and the combined use of both mechanisms did not further improve recall (Figure 5).

**Behavioral Results:** Our analysis of the participants’ gaze focused on three specific behavioral measurements: *shared gaze* toward objects of interest, gaze toward irrelevant objects (which we call “ambiguous gaze”), and *mutual gaze* toward each other. We found higher shared gaze when the agent used the gaze-responsive mechanism, indicating a higher degree of behavioral synchrony. There was also less ambiguous gaze when the character produced gaze, reducing the amount of time spent looking toward task-irrelevant objects. Finally, we found higher mutual gaze when the agent was both gaze-producing and gaze-responsive (Figure 6).

The character’s production of gaze marginally reduced the time it took participants to fixate on referent objects, indicating effective engagement of joint attention between the character and its user. The character’s use of gaze responsiveness did not affect participant fixation time. Reference ambiguity, i.e., whether or not multiple potential referents were present, delayed the ability of the participants to identify and fixate on the referent. When references were ambiguous, the character’s gaze reduced participant fixation time, while it had no effect when the references were not ambiguous (Figure 5).

**Subjective Results:** We next tested the hypotheses using data from our four subjective measures, including how competent, cognitively able, expressive, and attentive participants rated the character on a seven-point scale. We found support for H1 in ratings of the character’s cognitive ability and partial support in ratings of its competence; participants found the gaze-detecting character to be more cognitively able and marginally more competent. Support for H2 was provided by data from the perceived competence and perceived expressiveness measures, and partial support was provided by the perceived awareness measure. The gaze-producing character was rated as more competent and expressive and marginally more attentive. Finally, only the perceived expressiveness measure provided partial support for H3; the use of both the gaze-responsive and gaze-producing mechanisms resulted in higher...
ratings of expressiveness over the use of gaze-responsive alone but not over the use of gaze-producing alone (Figure 7).

Discussion
The first user study was designed to evaluate the ability of our model of bidirectional gaze to improve a virtual character’s ability to interact with people in natural, engaging, and effective ways. We tested conditions in which the agent did or did not produce gaze cues to the task space and in which the agent did or did not respond to the gaze cues of the user. This study demonstrated the benefits of bidirectional gaze in several objective, subjective, and behavioral measures. Participants conducted the collaborative sandwich-task more efficiently when the agent used the full bidirectional gaze model, completing the task faster with fewer errors and less need to ask the agent for clarification. Participants also scored better in a recall quiz and engaged in higher amounts of mutual gaze and shared gaze with the agent, indicating a higher degree of coordination. Subjectively, participants felt that the agent was most expressive when producing gaze, most competent when producing and responding to gaze, and possessed greater cognitive abilities when responding to user gaze.

STUDY 2: HEAD POSE AS GAZE PROXY
In the second study, we investigated whether or not the bidirectional gaze model is effective when full eye-tracking is replaced with low-cost head tracking. This study utilized an identical on-screen agent as in the first study, but with the second version of our system as described in the “System Design” section. We hypothesized that the bidirectional gaze model with head tracking would be more effective than not having any kind of gaze detection (and thus not utilizing the gaze-responsive portion of the model) and that there would be no significant differences in outcomes when moving from the precise eye tracking version of the system to head tracking.

This study included three conditions: not gaze-responsive, gaze-responsive via eye tracking, and gaze-responsive via head tracking. In all conditions, the agent produced gaze cues according to the gaze-producing stochastic finite-state-machine component of the model. The overall procedure was similar to the previous study, with participants assembling three sandwiches (one for each condition) in a random order. We recruited 15 participants, different from those who participated in the first study. After excluding three due to system difficulties, we were left with 12 final participants for analysis (4 females, 8 males), aged 18–23 (M = 21.2, SD = 1.57). Participants were compensated $5 USD.

Results
Our analysis utilized a repeated-measures analysis of variance (ANOVA) and pairwise comparisons with Bonferroni correction to establish benefits of the gaze-responsive via head tracking method over not gaze-responsive and the equivalence of gaze-responsive via head tracking gaze-responsive via eye tracking. To establish equivalence, we followed guidelines suggested by Julesz & Mohr [29], including a p-value larger than .50. The analysis showed that participants took significantly shorter time to complete the sandwich, made significantly fewer errors, and made marginally fewer requests for clarification when the character used the gaze-responsive method via head tracking compared to not utilizing the gaze-responsive mechanism. On the other hand, gaze-responsive conditions via head tracking and via eye tracking were equivalent across these measures (statistical results reported in Figure 8).

Discussion
The second user study was designed to evaluate whether head tracking could serve as a sufficient proxy for more complex eye

Figure 7. Study 1: results from subjective measures of how competent, cognitively able, expressive, and aware participants found the character to be. Test details are provided only for significant (*) and marginal (†) differences using Bonferroni-corrected α = 0.05 for H1 and H2 and α = 0.025 for H3.

Figure 8. Study 2: data from measures of duration, number of errors, and requests for clarification. Test details are provided for significant (*) and marginal (†) differences (using Bonferroni-corrected α = 0.025).
tracking in the bidirectional gaze model. The study confirmed this to be the case in terms of objective task performance. Participants completed the sandwich task more efficiently, faster with fewer errors and requests for clarification, when the agent responded to the participant’s head pose rather than when it performed gaze cues unresponsively. We observed no significant differences between eye tracking and head tracking, but a future study with more participants might be able to tease out the small differences.

STUDY 3: VIRTUAL REALITY

Once we confirmed in the second user study that head tracking could serve as an adequate proxy for eye tracking in the bidirectional gaze model, we next asked the following research question: Does the bidirectional gaze model also work when interacting with agents in virtual reality? To answer this question, we designed and executed a third user study in which participants carried out the same sandwich-building task with the same virtual agent as in the previous studies, but this time while wearing the Oculus Rift DK2 headset (Figure 1 right) using the third version of the system described earlier.

This study tested two conditions: gazing responsively using the full bidirectional gaze model and only producing gaze cues with no responsiveness. Based on lessons learned in the first two studies, we constructed an additional subjective scale targeting users’ perceptions of the agent’s level of coordination ability. This scale included the following items on a seven-point scale: “How would you rate Jason’s responsiveness to your attention and behaviors?” and “How in sync were you and Jason?” Twenty participants (8 females, 12 males), aged 18–47 (M = 23.1, SD = 6.81), experienced both conditions in a random order and received $3 USD.

Results

A repeated-measures ANOVA showed that, while the use of the full model reduced errors, it did not significantly improve task completion time, $F(1, 19) = 2.13, p = .16$, or reduce the number of requests for clarification, $F(1, 19) = 0.10, p = .75$. Participants established more mutual and shared gaze with the character that used the full model compared to the character that only used the gaze-producing mechanism. Finally, the character that used the full model was rated by the participants as more effective in coordinating its behaviors with them (statistical results reported in Figure 9).

Discussion

The third user study was designed to evaluate the effectiveness of bidirectional gaze for virtual characters in head-mounted virtual reality. This study revealed that an agent using the full bidirectional gaze model, rather than producing gaze in isolation, is able to help participants complete a collaborative task with fewer errors. Task completion time was not significantly reduced in the bidirectional gaze condition, possibly explained by a large amount of variance from differing levels of familiarity with VR technology. However, participants made more mutual gaze and engaged in more shared gaze with the agent when it responded to their gaze, indicating a higher degree of coordination. Participants explicitly indicated that they subjectively felt more coordinated with the agent when it was using bidirectional gaze than when it was not.

GENERAL DISCUSSION

Our first study demonstrated the effectiveness of bidirectional gaze, differentially examining both the gaze-producing and gaze-responsive components of the model. In general, it showed that bidirectional gaze mechanisms are effective in improving collaborative interaction with on-screen characters providing instructions over a physical task space and are even more effective than either of its components alone. The second study demonstrated that relaxing and extending the model to utilize head pose rather than full eye tracking retains much of that effectiveness. The third evaluation demonstrated that the bidirectional gaze model utilizing head tracking is useful in virtual reality collaborations with virtual characters.

People are able to use a range of communication mechanisms to collaborate and correct each other’s mistakes and misunderstandings quickly and efficiently. Bidirectional gaze mechanisms similarly enable interactive characters to preemptively offer refinements in a quick and unobtrusive way, responding to subtle nonverbal gaze of the user rather than relying on explicitly spoken questions. People also frequently use ambiguous speech that they easily resolve through context and the use of nonverbal cues, making speech faster and more efficient. Bidirectional gaze enables agents to utilize this power, making potentially ambiguous but faster verbal references along with appropriate gaze production and responsiveness.

Our model is grounded in observations of human-human interactions in order to ensure that it accurately captures human communication mechanisms of bidirectional gaze. Evaluations were driven by hypotheses derived from research on human-human interaction. This human-based modeling allowed us to target human-level competence while making specific predictions about how these gaze mechanisms should improve interactions objectively, subjectively, and behaviorally.

Beyond the statistically significant differences found in many of the experimental comparisons, we would like to highlight the practical implications and applications of our findings. For example, differences in means indicate that error rate is cut by about half when the agent is gaze-responsive compared to when it is not gaze-responsive and approximately half of a point is gained in user perceptions of their cognitive abilities (Study 1). While these gains may individually appear small in
magnitude, they persist as robust effects across different measures and technology implementations. Furthermore, there are a number of potential scenarios beyond toy sandwich building where even small improvements in error rates can have a large impact. In scenarios where these differences are not as impactful, it may be more appropriate to use low-cost head tracking rather than fully instrumenting users with gaze trackers. Study 2 demonstrates that much of the positive impact from bidirectional gaze will still be retained in this case.

Limitations & Applicability
The model presented in this paper makes three simplifications that should be addressed in future research. First, it focuses on agents making verbal references to task objects in the form of reference-action sequences. While these sequences are a fundamental building block of collaborative interactions, other elements must be addressed to extend beyond these discrete, well-defined sequences, such as a more general model of turn-taking, coordinating conversational gaze, and providing users with verbal and nonverbal feedback. Previous work has explored agent gaze across these different interaction contexts, such as how agents should utilize gaze in conversations without physical objects or actions in the environment [2].

The second simplification is that the model only applies to the instructor role. The worker role, and roles in other types of collaborations, should be considered in future work. Recent work has explored how a collaborative robot in the worker role might react to user gaze in order to increase efficiency and naturalness of the interaction [28]. Additionally, handling multi-party interactions in which the agent must distribute its gaze to multiple users would also require extending the model.

Third, we only explored one task instance of collaboration—assembling toy sandwiches. While many complex real-world tasks are comprised of the same reference-action sequences we have studied here, the applicability of our model will vary across three categories of scenarios: (1) those that the model would apply directly to, (2) those that would require modification to the model, and (3) those that are fully outside the model’s scope, which we discuss in the paragraphs below.

Direct Application: Our approach is directly applicable to instructional tasks in which an agent (physical or virtual) is training a user on how to act on a set of objects (building sandwiches, preparing recipes, assembling furniture, fixing a bicycle, arranging table settings, etc.). These tasks all involve making mutual gaze, shifting and responding to joint attention cues, tracking action intent, and so on. Implementations may differ in terms of dialogue handling and object tracking, but the model would still apply. An open question for future work concerns the sensitivity of the precise timing parameters collected from the sandwich-building task.

Requires Modification: The model would require some modification for fully collaborative tasks in which the agent is not only instructing, but also receiving instructions and taking actions. Extensions of the model would account for agent gaze behaviors in more fluid and open-ended roles. This category also includes tasks that do not involve taking physical action on objects, such as tour guiding. Parts of the model are still applicable (mutual gaze, gazing to referents, following joint attention, etc.), but others would need to be adapted, e.g., “reference” and “action” phases might be merged.

Outside the Scope: Casual conversations not situated in an environment of relevant objects or tutoring scenarios where the agent is conveying abstract information are outside the scope of the model. A number of existing models that have been developed in the virtual agent and human-robot interaction literatures [39, 30, 35, 2, 38] can be applied in these situations.

Future Work
Fully validating our models, including establishing their generalizability to other tasks, requires applying them to future scenarios outside of lab settings. Future work should seek to replicate these results across technologies as well as tasks varying in similarity. Another fruitful direction for future research is comparing human-agent interactions utilizing the bidirectional gaze model to a human-human gold standard, which can be achieved by comparing the experimental results directly to the data by Andrist et al. [1] from which the model was derived. However, such comparison will involve many challenges, as the two sets of data differ not only in terms of gaze behavior, but also in the use of unconstrained dialogue, gestures, repair strategies, and so on.

CONCLUSION
In face-to-face conversation, the gaze of one conversational participant is constantly and dynamically shaping, and being shaped by, the gaze of the other participant. Thus, interactive virtual characters stand to benefit from tracking user gaze and the knowledge of these coordinated gaze patterns. Grounded in previous data collected from pairs of collaborating people, we identified a number of subtle features of human gaze coordination, including timings, spatial mappings, and repair strategies. These features were built into a model of bidirectional gaze that enables interactive virtual characters to interpret the gaze of their users and generate gaze to effectively communicate coordinated behaviors. This model enables virtual characters to achieve more efficient verbal referencing by signaling attention to the user and to items in the environment appropriately and to infer user state and goals—such as confusion leading to an impending request for repair—from the user’s gaze. We also demonstrated that bidirectional gaze is achievable with low-cost head tracking and is an effective mechanism for human-agent interaction situated in virtual reality. Overall, this work extends prior research on the use of coordinated gaze behaviors between humans and embodied agents by providing a model constructed directly from human data, implementing the behaviors using new technologies, and providing a unique evaluation methodology with results that have clear implications for the design of effective human-agent interactions.
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