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Objective: The effect of camera viewpoint was studied when performing visually obstructed psychomotor targeting tasks.

Background: Previous research in laparoscopy and robotic teleoperation found that complex perceptual-motor adaptations associated with misaligned viewpoints corresponded to degraded performance in manipulation. Because optimal camera positioning is often unavailable in restricted environments, alternative viewpoints that might mitigate performance effects are not obvious.

Methods: A virtual keyboard-controlled targeting task was remotely distributed to workers of Amazon Mechanical Turk. The experiment was performed by 192 subjects for a static viewpoint with independent parameters of target direction, Fitts’ law index of difficulty, viewpoint azimuthal angle (AA), and viewpoint polar angle (PA). A dynamic viewpoint experiment was also performed by 112 subjects in which the viewpoint AA changed after every trial.

Results: AA and target direction had significant effects on performance for the static viewpoint experiment. Movement time and travel distance increased while AA increased until there was a discrete improvement in performance for 180°. Increasing AA from 225° to 315° linearly decreased movement time and distance. There were significant main effects of current AA and magnitude of transition for the dynamic viewpoint experiment. Orthogonal direction and no-change viewpoint transitions least affected performance.

Conclusions: Viewpoint selection should aim to minimize associated rotations within the manipulation plane when performing targeting tasks whether implementing a static or dynamic viewing solution. Because PA rotations had negligible performance effects, PA adjustments may extend the space of viable viewpoints.

Applications: These results can inform viewpoint selection for visual feedback during psychomotor tasks.
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INTRODUCTION

Objective

Obstructed visual access in aviation manufacturing presents numerous ergonomic challenges while performing assembly operations (Menegon & Fischer, 2012; Mueller et al., 2017; Mueller et al., 2019). In many cases, workers need to peer into confined spaces to reach inside and access work pieces, perform tasks solely by feel, or use a mirror to see around obstacles. Oftentimes, this necessitates awkward neck and shoulder postures, resulting in adverse effects such as discomfort, muscle fatigue, and muscle strain (Beuß et al., 2019). The obstacles associated with limited visual access often result in impaired task performance and completion time, which exacerbates these negative ergonomic outcomes.

A potential solution to this problem is to provide visual feedback via a mobile camera that can be placed inside the workspace, relaying the visual field of the task back to the worker. Although this may seem like a simple solution, camera placement is not always intuitive. Aviation manufacturing workers commonly have to perform tasks in confined spaces, and because of this, the space for available camera viewpoints is often limited by geometric constraints of the aircraft structure. In addition, certain camera viewpoints may hinder task performance due to perceptual-motor mismatch resulting from an inconsistency between the performed hand or tool movement and the visual feedback from the camera. While extensive work has gone into minimizing such perceptual-motor misalignments in teleoperation and robotic surgery, similar questions remain regarding camera pose selection when performing manual tasks with visual assistance in other settings. Teleoperation
affords the ability to realign control frame of reference with the visual display, but it is not possible to computationally realign hand and arm movements with visual viewpoints because the monitor and the controller are decoupled (Hiatt & Simmons, 2006). Thus, the operator must perform perceptual-motor adaptations to reconcile movements displayed in conjunction with their body orientation (Cunningham, 1989). This study aims to build on prior work in viewpoint location in an effort to better inform viewpoint selection given a limited space of candidate viewpoints and varying worker-work piece relationships.

**Background**

In certain applications, video is used to provide visual feedback when the line of sight is obstructed. An example is the use of video in medical laparoscopic procedures (Gerges et al., 2006). In these operations, the laparoscope is used to relay a visual field of the abdomen back to the surgeon to inform their operation or diagnosis. Prior work on camera positioning in this field has focused on the effects of different visual feedback presentation variables in an effort to maximize surgical performance. Wentink et al. (2000) determined that the orientation of the perceived endoscopic tool had a direct effect on performance. They found that by eliminating misorientations between the movements of the displayed image and that of the actual surgical tool, both execution time and mental effort were significantly improved.

Wentink et al. (2002) investigated the importance of kinematic effects in endoscopic surgery. These effects arise from the pivoting motion that results from operating through an incision, whereby the movements of the instrument tip appear mirrored and scaled relative to the movements of the external tool handle. In that experiment, normal endoscopic manipulation was compared against a condition in which the scaling and mirror effects were controlled by transforming the displayed visual field. Upon controlling for these effects, they found that the efficiency of endoscopic manipulation could be significantly improved. This was indicated by an improvement in mean task completion time which demonstrates that these negative kinematic effects degrade eye-hand coordination. Task completion time was also improved in Fernandez and Bootsma (2004). Linear and logistic mapping was used in a target aiming task with a pointer and stylus. The results showed that the orientation had an effect on the movement time, but not on the kinematic pattern.

In addition to understanding the importance of orientation and kinematic effects, Hanna et al. (1998) provided evidence of the importance of display location in endoscopic surgery. In that study, subjects were asked to perform an endoscopic knotting task with varying monitor locations. The horizontal monitor position was either in front, to the left, or to the right of the operators’ hands. The vertical location conditions were an eye-level and hand-level monitor location. Ultimately, the subjects were able to perform the knotting task faster and with a higher performance score when the monitor was located in front of the subject and at hand level. Under these conditions, the misalignment between the operator’s head stance, workspace, and the monitor were minimized.

The above-mentioned improvements can be greatly attributed to stimulus-response compatibility in which perceived movements are more congruent with expected movements (Cho & Proctor, 2003). Inconsistencies between perceived and expected movements evoke perceptual-motor adaptation to reconcile the mismatch (Redding et al., 2005). During adaptation, it appears that a person gradually updates their internal mapping that transforms visual information into motor commands (Cunningham, 1989). However, these adaptations can degrade task performance due to increased mental workload (Klein et al., 2005). The need to perform these adaptations hinders performance in other modes of manual control as well, such as in teleoperation of master-slave robotic systems. DeJong et al. (2004) showed that the mental workload in master-slave teleoperation can be reduced by eliminating or minimizing control rotations, view rotations, and control translations. Of these, reducing control rotations has the most significant benefit to performance (DeJong et al., 2011). These control rotations can be eliminated by adjusting manipulandum, display, robot, and camera coordinate frames such that the rotation
from the camera frame to the robot frame is equal to the rotation from the display frame to the manipulatorum frame. By satisfying this equation, a more compatible mapping from the local control environment to the remote environment can be ensured.

In addition to the geometric restrictions imposed in the manufacturing space, certain tasks may also present a dynamic workspace as the task is being completed. As such, the space of available viewpoints may change with time. Therefore, to implement a superior viewing solution of this nature, we first need to understand how the underlying mechanisms of common manual tasks are affected by viewpoint in two regards: from a static camera and from a changing camera angle.

This study aims to address these questions by presenting two experiments designed to learn which viewpoints least hinder task performance due to perceptual-motor distortions between expected and achieved hand or tool movements. In the first, participants were tasked with performing a simple target acquisition task from a stationary viewpoint. In the second experiment, subjects performed the same task but from a changed and discretely cut viewpoint. It was hypothesized that certain viewpoint angles and target directions will impose a significantly greater mental workload during task completion, and this will be reflected in performance of the task, including movement time and movement distance. It is also hypothesized that performance at a particular viewpoint is dependent on recent camera pose azimuthal angle selection when effectuating a dynamic perspective solution. Through testing these propositions, we may yield results that can be used to make recommendations for camera placement given a constrained set of candidate viewpoints in a variety of work environments.

**METHODS**

**Research Environment**

This research was conducted during the outbreak of the coronavirus disease 2019 pandemic which placed significant limitations on research involving physical interactions with human participants (Servick et al., 2020). Previously, viewpoint manipulation effects would have been evaluated directly via a psychomotor task where parameters could be physically altered, and task performance could be measured in a physical experimental set-up. Due to the strict limitations for preventing virus transmission, the study shifted to a remote virtual setting to eliminate physical contact with subjects. The Unity game engine was used to develop the following virtual experiment which was then uploaded to a server to access participants remotely without the need to enter the laboratory.

**Participants**

Participants were recruited, with informed consent and IRB approval, from the Amazon Mechanical Turk crowdsourcing workforce via the internet. Following successful completion of the experiment, they were compensated for their time through Mechanical Turk. A total of 192 participants (118 male, 74 female) for Experiment 1, and 112 subjects (70 male, 42 female) for Experiment 2 were recruited. Inclusion was limited to English-speaking workers located geographically in the United States. Physical requirements included normal or corrected vision and the absence of any movement impairments in the upper limbs.

Prior to the experiment, subjects completed a pre-screening survey to exclude participants with inadequate computer hardware. Required hardware included a laptop with an attached keyboard and arrow keys arranged in one of three intuitive spatial layouts (Figure 1). This was done to ensure a similar physical relationship between controls and display across subjects and to avoid the effect of different control mappings for subjects with irregular arrow key arrangements. There was no restriction on laptop size or laptop set up. Subjects could orient and arrange their laptop in a way that was most comfortable for them.

**Experiment 1. Target Acquisition for a Static Viewpoint**

**Experimental Task**

A virtual Fitts’ law targeting task was developed in a 3D virtual environment using the Unity game engine to assess the effect of viewpoint on target acquisition. For this task,
subjects were asked to direct a red cursor into a green target area as quickly as possible using the computer keyboard arrow keys (Figure 2). The participant viewpoint of the game environment was changed to quantify its effects on the dependent variables: movement time and movement path distance. The viewpoint consisted of a polar viewpoint angle (PA) and azimuthal viewpoint angle (AA). The PA was the height above or below the horizontal plane. The AA was the angle of the rotated camera. Keyboard controls were selected because their physical characteristics were less variable than those of computer mice or track pads.

A trial is defined as each target acquisition task. At the beginning of each trial, the cursor was initialized at the center of the virtual environment. Task timing began after the first movement of the cursor and ended upon entering the target area. Once entered, the target color changed from dark green to light green to inform the subject that the cursor was admitted. The cursor then had to remain inside the target zone for 0.5 second in order to be acquired. If the
cursor left the target area before the 0.5 second elapsed, the trial continued until successful target acquisition. Movement path distance was defined as the total path length traversed when acquiring the target.

Movement direction was aligned with the arrow keys with respect to the virtual avatar’s position. A red “N” (i.e. North) was displayed to indicate the forward direction, or the direction traveled when the up arrow key was pressed, and inform the subject of the changed perspective in the virtual space. Likewise, the down arrow key moved the cursor towards the avatar, and the left and right arrow keys resulted in the corresponding cursor movement with respect to the perspective of the avatar. Cursor movement was limited to discrete steps in orthogonal directions in alignment with the keyboard arrows. Movement was proportional to the rate of key tapping where the resulting cursor step displacement increased with greater keying rates. Sustained key presses did not result in repeated steps and movements were limited to horizontal and vertical increments. A release between each key press was required in order to make the keystrokes needed for straight and diagonal directions more equivalent. Movement was controlled by the Unity AddForce function acting upon the cursor Rigidbody. This force was applied in Velocity Change mode, the surface friction coefficient was set to zero, and the mass and drag of the Rigidbody cursor were set to 0.5 and 15, respectively. The magnitude of each step was inversely related to the rate of key tapping to better allow the subject to control the speed of movement (Figure 3). All cursor values are provided in Unity force units. The parameters of this control scheme were selected based on their ability to allow movement conformant to Fitts’ law from a preliminary experiment.

Camera position was defined using a spherical coordinate system (Figure 4a). The polar angle $\phi$ was the angle between the Z-axis normal of the work surface and the line segment OC. The azimuthal angle $\theta$ was the angle between the positive X-axis and the projection of OC onto the work surface. A negative angle of $\phi$ will move the camera to the other side of the Z-axis, leading to an inverted image as the camera is facing upside down (as shown in Figure 4b). Because we were primarily interested in the effect of camera rotations in manipulation, the radial distance was held constant at 25 Unity API units throughout the experiment. As such, the camera position was defined solely by the azimuthal and polar angles. Three example camera positions and their respective views are shown in Figure 4b.

Following the Mechanical Turk pre-screening survey, subjects were provided a link to the experiment website. They were then briefed on the experiment through an interactive tutorial prior to data collection. In this tutorial, subjects were
instructed to hit the green target as fast as they could while maintaining accuracy. They were informed about the purpose of the avatar and red “N” landmarks in providing cursor movement references. Following this, they were allowed to practice moving the cursor in the absence of a target until they indicated they were ready to proceed. This was done to help subjects become familiar with the control scheme for cursor movement. Subjects were shown that the timer would begin upon first movement, so that they would not be rushed to begin a trial immediately after loading. Before starting the experiment, they practiced the task by performing three trials at the view aligned with the avatar’s eyes (0°, 60°) and three trials at an alternative view (270°, 60°).

**Experimental Design**

A full factorial experimental design was utilized with four independent variables: eight AAs, three PAs, eight target directions (TD), and three indices of difficulty (ID). The levels of each of these variables are shown below in Table 1. The three IDs of 2, 3.5, and 5 were assigned target amplitudes of 3, 6, and 9 Unity API units and target diameters of 1.5, 1.06, and 0.5625 Unity API units, respectively. Because cursor
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### Table 1
<table>
<thead>
<tr>
<th>ID</th>
<th>Target Amplitudes</th>
<th>Target Diameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3 Unity API units</td>
<td>1.5 Unity API units</td>
</tr>
<tr>
<td>3.5</td>
<td>6 Unity API units</td>
<td>1.06 Unity API units</td>
</tr>
<tr>
<td>5</td>
<td>9 Unity API units</td>
<td>0.5625 Unity API units</td>
</tr>
</tbody>
</table>

---

**Figure 4.** a) The camera position is defined using the spherical coordinates (r, θ, φ) where r is the radial distance to the center of the cylindrical surface, θ is the azimuthal angle, and φ is the polar angle. The avatar is aligned with the positive x-axis. b) Three example viewpoints and their corresponding azimuthal and polar angle definitions. The upper panels illustrate the camera positions, and the lower panels depict the corresponding displays. The main part of the avatar visible is the shadow on the table.
movement was limited to orthogonal steps, target amplitudes were defined using the Manhattan distance to ensure diagonal targets could be captured in the same number of keystrokes as horizontal and vertical targets. Each subject was presented all 24 TD × ID combinations for one of the 24 PA × AA viewpoint combinations in a random order. The PA × AA angles were counterbalanced evenly to provide eight subject replications for each viewpoint. In this way, a between-subjects design was used that confounded viewpoint effects among subjects.

For the purposes of this experiment, a set included 24 target acquisitions: one acquisition for each of the three IDs in each of the eight target directions (Figure 5). Target direction was defined such that the 0° direction pointed towards the avatar, the 180° direction pointed towards the red “N,” and the angle increased in the counterclockwise direction when viewed from above. Subjects first performed seven randomized sets of target acquisitions in total: two at the eye view perspective and then five at their assigned alternative viewpoint. Between sets, subjects were presented with an intermission screen to allow a break if desired. The first two sets from the eye view perspective, during the experiment, served as a training period prior to presenting the alternative viewpoint to further allow subjects practice with the movement controls. From a preliminary study, target acquisition time was observed to level off after approximately twenty acquisitions. In an effort to omit learning variations among subjects, the first of the five sets of data at the alternative viewpoint was withdrawn as practice. The subsequent analysis was performed on the remaining four sets of data for each subject in which performance was more stabilized.

**Data Analysis**

Potential outliers in the data were identified by task times and intervals of time between cursor movements greater than five standard deviations. Within these outliers, the keying patterns and intervals of time between cursor movements were checked to ensure subjects were following the instructions. Three trials were removed (.001%) from the data set because the trial contained an interval greater than or equal to 15 seconds. A linear mixed model ANOVA was used to test the learning effects on the dependent variables of movement time and movement distance. The independent variables used in the model were subjects and set number. Subjects are included as a random intercept in the model to account for the variance caused by different subjects in the experiment.

The R Project for Statistical Computing was used for data analysis. A linear mixed model tested the effects of the between-subject factors (AA and PA) and the within-subject factor (target direction) on movement time and distance. The independent variables used in the model were polar angle, azimuthal angle, target direction, and subjects. Subjects were treated as a random intercept in the model, to account for subject variance. Transformations were applied to the dependent variables for stabilizing the variance when necessary. The residual plots were examined for normality and the best transformation was chosen (Montgomery, 2012). A reciprocal transformation was used for movement time and a log transformation was used for distance. All post hoc analyses were performed using Tukey pairwise comparisons ($\alpha = .05$).

**Experiment 2. Target Acquisition for a Changing Viewpoint**
Experimental Task

In the second experiment, subjects were presented the same task of directing the cursor into the green target area. Instead of acquiring targets from a static viewpoint, however, the viewpoint was instantly changed after each trial by making a discrete cut from one viewpoint to the next. A discrete cut was chosen based on the assumption two cameras would be used to complete the task. Cursor movement control settings remained the same as set in Experiment 1. The same dependent variables were used in Experiment 2, in addition to reaction time. Reaction time was defined as the time between the onset of the target and the onset of the first movement.

Figure 5. Target directions, distances, and diameters. The target direction angle is always given with respect to the position of the avatar, starting at 0 and increasing in the counterclockwise direction. Six example target configurations are shown in green: three in the diagonal direction 225° and three in the horizontal direction 90°. The corresponding coordinates are given in Unity distance units using the previously defined coordinate system. The remaining 18 target configurations are shown in gray with coordinates omitted for clarity. All 24 targets illustrate the 24 trials that comprise a set.

Experimental Design

To minimize the effect of target configuration in this experiment, only diagonal target directions were used. The target direction was selected randomly for each trial from the four possible directions. The target ID was set to 3.5 throughout the experiment with the same parameters as in Experiment 1. Subjects were provided with the same pre-experiment tutorial as given in Experiment 1. The polar camera angle $\phi$ was held constant at 60° throughout Experiment 2. The viewpoint subset of interest was composed of the eight camera locations defined by the eight azimuthal angles 0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315°. For the initial trial of a set, the viewpoint
was set randomly to one of these eight perspectives. During the following 64 trials, the viewpoint shuffled randomly through all possible transitions among the eight angles (Figure 6). This included the eight null transitions, or transitions from one viewpoint to itself which act as a control transition for each viewpoint.

Each transition was defined using the two independent parameters, the previous AA and current AA. A within-subjects full factorial design approach was used to analyze the effects of each of these variables on the dependent performance parameters, movement time and movement distance. The 64 trials comprising a set were administered three times, again with intermissions provided in between. The first set was withdrawn as a practice set, and the following data analysis was performed on the remaining two sets of trials for each subject.

Data Analysis

Outliers in time between the initial movements and subsequent movements were identified, using the same criteria of 15 seconds. A total of 30 trials were removed from the analysis (.138%). In addition, the learning effects were studied between the sets, using a linear mixed effects model with set number as a fixed effect and subjects as a random intercept for subject variance. Transformations were applied to the dependent variables for stabilizing the variance when necessary. The residual plots were examined for normality and the best transformation was chosen (Montgomery, 2012). The movement time data was stabilized with a reciprocal square root transformation. The reaction time was stabilized by adding a constant of 1 to the dependent variable and applying a log transformation. Further, the distance data was stabilized using a log transformation. A linear mixed model ANOVA was conducted to identify the effect of previous AA and current AA on performance. The dependent variable time passed the Bartlett Test for Homogeneity ($p = .273$) but did not pass for movement distance ($p < .0001$). An additional linear mixed effect model was conducted to
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**Figure 6.** Shown above are the first three transitions for an example set of trials. In Trial 0, the viewpoint is randomly chosen as 45°. Following completion of this trial, the scene reloads with a random AA of 270° for Trial 1. The time and distance data for this trial is then representative of the 45° to 270° transition. After Trial 1, the scene reloads with another random AA of 135°, and the performance data from Trial 2 is classified as the 270° to 135° transition. The last transition, Transition 3, is an example of a no-change transition, or successive trial at the same AA.
study the magnitude of transition and current AA on the dependent variables. Subjects were considered a random intercept in the model to account for the differences between subjects. The same approach was used to examine the residual plots in Experiment 2 and the best transformations were chosen. The residual plots of the transformed dependent variables were all analyzed, and no trends were observed. All post hoc analyses were performed using a Tukey pairwise comparison (α = .05) to determine the differences in independent variables.

RESULTS

Experiment 1. Target Acquisition for a Static Viewpoint

Movement Time

There was a significant effect of learning among the five sets (F(4,22844) = 81.43, p < .0001) where the movement time decreased as more sets were completed. The greatest difference occurred between the first and second set where average time decreased from 3.926 seconds (SE = 0.189) to 3.383 seconds (SE = 0.138). Based on the Tukey pairwise contrast test, the first set was significantly different from sets two through five (p < .0001). The second set was also significantly different from sets four and five (p < .0001). Since the greatest average movement time difference was .543 seconds between the first and second set, the first set was removed from the analysis to account for practice (2–3 = .173 seconds, 3–4 = .116 seconds, 4–5 = .081 seconds).

There were significant main effects of AA (F(7,182) = 2.999, p = .005), and TD (F(7, 18170) = 163.247, P < .0001), and a significant interaction between AA × TD (F(49,18170) = 4.342, p < .0001) for movement time. PA had no significant effect on movement time (F(2,182) = .879, P = .417). These significant effects are plotted in Figure 7. Movement time increased when the AA changed counterclockwise from 0° to 135°. Similarly, movement time increased when AA changed counterclockwise from 0° to 225°. A distinct drop-in movement time was observed at the 180° AA. A pairwise Tukey test determined that both the 135° (p = .0301) and 225° (p = .020) AAs yielded significantly greater movement times than for the 0° direction. The movement times for an AA of 135° and 225° were 47.2% and 48.7% greater than for the 0° direction, respectively.

Targets located on the diagonals, shown in Figure 7b, took significantly more time to acquire than targets located in the horizontal or vertical directions, which was indicated by groupings of a pairwise Tukey test. Within these groups, there were no effects of TD on movement time. The interaction between AA × TD is shown in Figure 7c in which movement time was segmented by AA.

An additional linear mixed effect model was created to verify Fitts’ law held true in the experiment. The independent variables included were azimuthal angle, index of difficulty, and subject. To account for variance, subjects were included as a random intercept in the model. The intercepts and slopes for each azimuthal angle are shown in Figure 8 (R²=.58).

The AA slope increased counterclockwise from 0° to 135°, which was also seen in the movement time analysis. At 180° there was a drop in the slope and from 225° to 315° the slope decreased. In addition, there were small differences between the intercepts. However, as the index of difficulty increased the more difficult AAs became increasingly difficult. Therefore, Fitts’ law showed more difficult tasks became more difficult for more complex viewpoints.

Movement Distance

Similar learning effects were found for movement distance as for movement time. The set number was statistically significant (F(4, 22844) = 28.50, p < .0001). The Tukey test revealed that the first set was significantly different from sets two through five. Since the results aligned with the movement time data, set one was removed from the analysis. Similar results were observed relating the effects of viewpoint on cursor movement distance. The main effects of AA (F(7,182) = 6.852, p < .0001) and TD (F(7,18170) = 24.165, P <
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Figure 7. Plots of average time against significant main and interaction effects. (a) Average movement time (±SE) versus AA. (b) Average movement time (±SE) versus the target direction. (c) Interaction between AA and target direction. Note: Target direction of 0° is equivalent to 360° and plotted to display differences for a full rotation of viewpoints.

.0001) and the interaction between AA × TD (F(49,18170) = 1.474, p < .017) were also statistically significant. The main effect of PA was not significant (F(2,182) = 2.554, p = .081) and the interaction between PA × TD was not significant (F(14,18170) = .627, p = .844). Main effects plots for AA and TD are shown in Figure 9a and b, respectively. Analogous relationships can be seen between the main effects for movement time and distance. Movement distance trended upward when AA stepped clockwise from 0° toward 135°, and counterclockwise from 270° toward 45°.
$0^\circ$ toward $225^\circ$ and then fell dramatically for the $180^\circ$ angle.

The pairwise Tukey test found several significant differences between AAs $135^\circ$ and $225^\circ$ and better performing AAs. The movement time for an AA of $135^\circ$ was between 14.1 and 28.4% larger than a better performing AA. Similarly, an AA of $225^\circ$, was between 12.1 and 23.5% larger. The largest differences are seen between the difficult AAs of $135^\circ$ and $225^\circ$ and an AA $0^\circ$ ($p < .0001$). The distinguishable zig-zag pattern for the target direction effect was observed, whereby the subjects traversed longer distances when pursuing targets in the diagonal locations.

**Experiment 2. Target Acquisition for a Changing Viewpoint**

**Movement Time**

Similar effects of learning were found in the sets of experiment two ($F(2,21360) = 321.43, p < .0001$). A pairwise Tukey test showed each set was significantly different from each other ($p < .0001$). The first set was .69 seconds greater than set two and 1 second larger than set three (set one $= 5.13$ seconds ($SE = .0395$), set two $= 4.44$ seconds ($SE = .0348$), and set three $= 4.11$ seconds ($SE = .0266$)). Set one was removed to account for learning.

A linear mixed effect model was used to evaluate the effect of previous AA, current AA, and magnitude of transition on movement time. Subjects were considered a random intercept in the model, for subject differences. The magnitude of transition is defined as the number of degrees between the previous AA and current AA. Previous AA was found to have no effect on performance ($F(7,14195) = 1.4192, p = .234$). Current AA did have an effect on performance ($F(7,14195) = 160.692, p < .0001$). The magnitude of transition was not significant ($F(7,14196) = 1.36, p = .216$). Orthogonal transitions of $0^\circ$, $90^\circ$, and $-90^\circ$ had the least influence on performance time. A Welch Two Sample t-test was conducted between Experiment 1 and Experiment 2 to see if dynamic viewpoints had an effect on movement time. A subset of data was used from experiment one, so the conditions in each experiment matched. Even though the magnitude of transition was not significant, movement time was significantly greater when there was a change ($t(1157.5) = 2.02, p = .0438$). The second experiment had a mean that was 2% higher or .0594 seconds greater.

**Reaction Time**

Similar learning effects were found for reaction time. Set was significant ($F(2,21360) = 35.55, p < .0001$) and each set was significantly
different from each other. A linear mixed effect model was computed for the dependent variable of reaction time. The independent variables were previous AA, current AA, and magnitude of transition. Subject was considered a random intercept in the model, to account for the differences between subjects. Previous AA did not have a significant effect on reaction time ($F(7, 14195) = 1.743, p = .187$). Current AA had a significant effect on reaction time ($F(7, 14195) = 29.178, p < .0001$). The magnitude of transition had a significant effect on reaction time ($F(7,14195) = 2.102, p = .039$). The effects of transition on reaction time are shown in Figure 9.

**Figure 9.** Plots of average distance against significant main and interaction effects. (a) Average distance (±SE) versus AA. (b) Average distance (±SE) versus the target direction. (c) Interaction between AA and target direction. Note: Target direction of $0^\circ$ is equivalent to $360^\circ$ and plotted to display differences for a full rotation of viewpoints.
10. The Tukey test revealed a transition of $-45^\circ$ was significantly 7.2% greater than a transition of $-90^\circ$ ($p = .047$).

**Movement Distance**

Learning effects were statistically significant for movement, similar to the dependent variables of time ($F(2,21360) = 10.41$, $p < .0001$). Each set was significantly different from each other. Similar results were found in movement distance shown in Figure 11. Previous AA did not have an effect on movement distance ($F(7,14195) = .03$, $p = .862$), but current AA did have a significant effect ($F(7,14195) = 72.318$, $p < .0001$). Magnitude of transition showed a significant effect on movement distance ($F(7,14196) = 2.133$, $p = .037$). The Tukey test revealed there was a marginally significant difference between a transition of $180^\circ$ was 3.8% greater than a transition of $0^\circ$ ($p = .0673$). A Welch Two Sample t-test was used to compare the first and second experiments. The dynamic viewpoints in the second experiment significantly affected movement distance ($t(1206.3) = -3.48$, $p = .0005$). The second experiment had a mean that was 4.63% greater.

**DISCUSSION**

As hypothesized, viewpoint affected targeting performance. When perceptual-motor misalignments were introduced within the manipulation plane, performance degradation increased as the degree of misalignment increased up to $135^\circ$ in either direction. However, this trend did not continue up to the maximum possible azimuthal misalignment of $180^\circ$. These results are mostly consistent with the theory proposed by Cunningham (1989) and Bock et al. (2003). They proposed that there is a gradual rotation of an internal mapping to reconcile perceptual-motor misalignments. This rotation of an internal mapping is expected to result in increasingly degraded performance as the distortion increases. However, this gradual adaptation process does not explain the relatively good performance at $180^\circ$, which the authors suggest is due to inversion of axes of the manipulation frame. This inversion seemingly produces a lower degradation in performance compared to what would be expected with a gradual adaptation process. The theory also propounds that the gradual adaptation process is only applicable to a certain threshold, theorized to be $90^\circ$. Adaptations to misalignments between $90^\circ$ and $180^\circ$ may occur due to axes inversion for $180^\circ$ and a gradual backward rotation to the particular distortion. For example, adaptation to a misalignment of $135^\circ$ could be attributed to the axes inversion and a $45^\circ$ backward rotation.

Cunningham (1989) found comparable results from a two-dimensional pointing task study in which azimuthal rotations were mapped from

![Figure 10. Plot of average reaction time against significant main effect of transition.](image-url)
the visual space to the motor space. Poorer targeting performance was observed at 90° and 135° rotations with a noticeable improvement occurring at 180°. More recent work has shown that this pattern holds for visual rotations in laparoscopic training tasks as well (Klein et al., 2015). Our results also indicate a symmetrical pattern of performance for 180° to 360° that can be attributed to a combination of gradual adaptation process and axes inversion. With the exception of 180°, our results seem similar to the findings of Shepard and Metzler (1971) in which the time to mentally rotate an image was linearly related to the angle of rotation. However, perceptual-motor adaptation with continuous visual feedback is thought to depend on a different underlying process compared to a cognitive task such as mental rotation (Mazzoni and Krakauer, 2006). However, recent work such as those by Langsdorf et al. (2021) suggests that mental rotation may have a role in the early phase of perceptual-motor adaptation. Regardless, our results are typical of many previous perceptual-motor adaptation studies, and thus we rely on that literature to explain our findings.

Interestingly, the polar camera angle did not have a significant impact on targeting in this study. Whereas AA is in the same plane as the cursor motion, PA is orthogonal to the plane of cursor motion. Consequently, changes in AA affect viewer orientation with respect to the arrow key directions, while a change in PA is independent of the arrow key orientation. One can conclude that camera location along orthogonal planes of motion will not affect performance. This result has important implications for camera pose selection. The camera can be placed at all locations along the 0° azimuthal arc with minimal performance effects. This greatly increases the space of adequate camera positions by extending the space of easier viewpoints. For applications in which camera location is limited, this result highlights the importance of camera orientation. To illustrate, the two cameras defined in (θ, φ) coordinates by (225°, 60°) and (45°, −60°) are overlaid but rotated with respect to one another by 180° about the camera viewing axis. When deciding between camera orientation at this location, the results would advise toward selecting the (45°, −60°) pose despite the inverted view because of its smaller azimuthal angle.

Target direction also had a significant effect on both movement time and distance. Targets took more time to acquire in the diagonal directions than in the horizontal and vertical directions. Previous studies of mouse-controlled cursor movement (Whisenand & Emurian, 1996) and head-controlled cursor movement (Radwin et al., 1990) found similar results to the

Figure 11. Plot of average movement distance against significant main effect of transition.
keyboard-controlled tasks in the current study, so these patterns align with continuous controllers. It is also important to consider that diagonal targets require movements in two dimensions to be acquired, whereas horizontal and vertical targets can be acquired in only one dimension. Steps were taken to mitigate the differences between keying diagonal and orthogonal directions, diagonal movements. Although the targets were equally spaced diagonally and orthogonally by their Manhattan distances and that successive keystrokes required the fingers to fully release the key, the need to use two keys may make acquiring diagonal targets inherently require more movement, assuming a constant keying rate. Participants were not instructed on how to utilize their arrow keys such as the number of fingers to use or how to set up the fingers over the keys. Depending on each participant’s method, switching between keys may, or may not have had a significant impact on targeting performance. However, the fact that participants needed to switch between keys could have influenced the diagonal movements.

In another mouse-controlled cursor movement study, Thompson et al. (2004) found that vertical targets were more difficult for subjects to acquire than horizontal targets. They hypothesized that this discrepancy could be due to biomechanical differences; horizontal cursor movement with a mouse uses the wrist whereas vertical movement uses the shoulder and upper arm. In this study, however, cursor movement was controlled primarily by the fingers regardless of target direction. This may be why similar results were observed in both the horizontal and vertical directions, as biomechanical effects were not a considerable factor in the current study.

The negative effect of diagonal cursor movement on targeting capability was aggravated by more difficult viewing angles, while controlling for an equivalent number of keystrokes. In other words, the effect of viewing angle was more significant for higher degree-of-freedom movements. In real-world applications, tool and limb movements introduce significantly more complex manipulations with more degrees of freedom. Adding degrees of freedom to a task has been shown to increase movement time for Fitts' law-related tasks (Stoelen & Akin, 2010). Therefore, for tasks which involve more complex movement, the effect of negative viewpoints may be worsened even further, making proper camera pose selection even more important for practical integration. The results of Experiment 1 demonstrated the effect of negative viewpoints. The viewpoints had relatively similar intercepts; however, the transformed spatial mappings required from the negative viewpoints worsened performance at a higher rate than optimal viewpoints. In Experiment 2, a specific viewpoint subset was selected from Experiment 1. Because polar camera angle \( \phi \) was found to have an insignificant effect on performance in Experiment 1, this angle was held constant at 60° throughout Experiment 2. By collapsing the space of available viewpoints in this insignificant dimension, all possible transitions among the remaining viewpoint subset were able to be presented to each subject in a more reasonable number of trials.

The results for Experiment 2 showed that the previous manipulation perspective had no effect on targeting ability in this task. Performance instead appeared to primarily be a function of the current viewpoint at which one is performing the task. This is contrary to the carryover effects found in several studies (Abeele and Bock, 2001; Neilson and Klein, 2018), where prior exposure to perceptual-motor distortions impacted subsequent exposure. Our results may be due to the short exposure time the participants had to the previous viewpoint, which did not allow them to fully adapt to the displayed distortion. A longer exposure time may allow better adaptation, resulting in carryover effects that improve or degrade performance at a new viewpoint. However, in an actual work environment with dynamic viewpoints, workers are likely to use multiple viewpoints in quick succession. Thus, our results are relevant to the scenarios that we are considering in this paper. However, we acknowledge that these results do not generalize to environments where workers switch between viewpoints after prolonged periods of exposure.

Experiment 1 showed an increase in movement time and distance at AA of 90° and 270°.
Although not significantly different, Experiment 2 suggests that orthogonal transitions of $-90^\circ$ or $90^\circ$ improves performance. A possible explanation for this finding is that subjects in Experiment 2 experienced a changing viewpoint. In a tracking task conducted by Abeele and Bock (2001), results showed worse performance at a rotation of $90^\circ$. Further, there was a higher magnitude of errors as rotation angle decreased. In Experiment 2, there was little difference between the magnitude of an increasing and decreasing rotation angle. Performance was defined by root mean square errors in the tracking task (Abeele and Bock, 2001). Differences in experiment results could be from the performance metrics and task. In Abeele and Bock (2001), a joystick was rotated and in the present research the viewpoint was rotated. Despite the differences between Abeele and Bock (2001) and Experiment 2, each movement to a target requires multiple keystrokes.

Band and Miller (1997) confirmed orientation has a significant effect on preparation and reaction time. The results in Experiment 2 show there is less preparation required when the rotation is orthogonal. Smaller preparation time may influence better performance, in terms of movement time and movement distance. Band and Miller (1997) found an increase in reaction time from a transition of $0^\circ$ to $180^\circ$. In Experiment 2, the relationship between orientation and reaction time was not linear. Orthogonal transitions had smaller transition times. In general, results from Experiment 2 increase from $0^\circ$ to $180^\circ$ like Band and Miller (1997). However, unlike Band and Miller (1997) the largest reaction times occurred at $-45^\circ$ and $135^\circ$.

Therefore, for more complex viewpoints, a transition of $-90^\circ$ or $90^\circ$ may lead to better task performance. Orthogonal transitions of $-90^\circ$ or $90^\circ$ influenced better performance than a transition of $180^\circ$. This suggests that when a transition of $180^\circ$ is necessary, it may be better to transition in two steps of $90^\circ$. The $180^\circ$ rule in cinematography supports two steps of $90^\circ$ because the viewpoint would remain on the same side of the axis, instead of transitioning by a full $180^\circ$ (Brown et al., 2011). Ultimately, the performance results from certain types of transitions will influence viewpoint selection when a change in viewpoint is required. The $180^\circ$ rule can also be used to influence the selections.

The results of this study are applicable to a viewpoint selection algorithm to provide visual feedback while performing manual tasks with an obstructed view. Possible solutions might involve camera positioning that is static, dynamic, or a combination of the two. Regardless of the solution implemented, the results of these experiments would advise towards selecting viewpoints with minimized rotations in the plane of manipulation.

An example of this selection process is illustrated in Figure 12. Starting from the most desirable viewpoint, in this case the viewpoint defined in $(0, \phi)$ coordinates by $(0^\circ, 60^\circ)$, small azimuthal deviations are evaluated as possible viewpoint solutions. The magnitude of allowable deviations is limited by the preset value $\alpha$, which is $1^\circ$ in this example. If no viable viewpoints are found, the polar angle is decreased slightly, and the search is repeated. This is done until the search terminates, or the polar angle surpasses a preset limit $\phi_{\text{bound}}$. In this example, this value is set to $-60^\circ$ to allow an adequate view of the work surface but may be set as low as $-90^\circ$ depending on the application. If this bound is surpassed, $\alpha$ is increased slightly to now explore viewpoints with a wider azimuthal deviation. This process is repeated iteratively until the best available viewpoint is found, after which the robot is commanded to position the camera accordingly.

Because of the unique circumstances that required the use of this simplified targeting task, there are certain limitations to conclusions that can be drawn from this study. Important factors such as proprioception, muscle fatigue, complex tool manipulation, and high degree-of-freedom movements were not considered. However, this simplified approach allows for a more mechanistic understanding of how transformed spatial mappings can hinder performance when operating through a dissociated visual field and will guide future in-person studies in the realm of visually assisted tasks.

In this experiment, the virtual avatar was included to mimic the presence of the worker’s extremities when visual feedback is supplied during a manufacturing task. In this way, a visual perception of body location in the virtual space was provided to the subject. Although proprioception was absent in this task, previous research has shown that vision
often dominates over proprioception (Chen et al., 2017; Touzalin-Chretien et al., 2010). Therefore, it is unlikely that the effect of proprioception will wash out the main effects found in this study, but it may amplify or dampen the negative effects of alternative viewpoints.

The experiment utilized a two-dimensional task, which limits the generalizability to three-dimensional tasks. The results from the two-dimensional task do not necessarily conclude how workers will perform in three-dimensional tasks. Future research will seek to replicate this experiment in a real-world setting with an analogous targeting task to learn whether these findings are also applicable to physical, three-dimensional tasks. Expert workers may be exposed to different viewpoints over long periods of time, so it is unclear to what extent the results of this study will hold true for them. Future work should address the expert scenario. Further, while the PA did not have an effect in this study, it may become a factor for tasks with higher dimensionality and consequently affect decisioning of the camera placement algorithm. The 180° AA position in particular should be investigated as a potential viewing alternative. Future research will confirm if the benefits seen in this study were an artifact of the simplified control scheme used or they represent a reconcilable inverted output that is also valid in real-world tasks. Additionally, solutions could be created by exploring more efficient work like gradients.

Variables of the visual field presentation modality may also be an important factor when integrating this solution in a manufacturing setting. Hanna et al. (1998) have demonstrated the benefit

Figure 12. Shown above is a simple camera pose selection algorithm informed by the findings of this experiment. Starting from a desirable position, in this case the view with polar coordinates (0°, 60°), viewpoints with azimuth deviations less than α are first looked at as potential solutions. If not, the polar angle is decreased slightly, and this check is repeated. If the bottom polar limit is met, α is increased to broaden the range of acceptable azimuthal angles and the search restarts from the original position. Once a viewpoint has been found that is unobstructed and obtainable without collision, the robot can assume this position with the camera.
of minimized display mislocation during endoscopic procedures. For suboptimal viewing angles, however, there may exist cooperative display positions that assist users in performing the associated spatial mapping. In addition to display positioning, future work will investigate various display modalities such as stationary displays, handheld displays, and head-mounted displays to evaluate their efficacy when incorporated.
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KEY POINTS

- Two target acquisition experiments were conducted for a static and changing viewpoint.
- Camera viewpoints up to 135° in both counter-clockwise and clockwise directions, linearly diminish psychomotor performance.
- As Fitts’ law index of difficulty increased, performance time linearly increased, and more difficult tasks had greater differences between viewpoint azimuth angles.
- When a change in viewpoint occurs, orthogonal changes had the least effect on performance.
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