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**Abstract**—Generating feasible robot motions in real-time requires achieving multiple tasks (i.e., kinematic requirements) simultaneously. These tasks can have a specific goal, a range of equally valid goals, or a range of acceptable goals with a preference toward a specific goal. To satisfy multiple and potentially competing tasks simultaneously, it is important to exploit the flexibility afforded by tasks with a range of goals. In this paper, we propose a real-time motion generation method that incorporates all categories of tasks within a single, unified framework and leverages the flexibility of tasks with a range of goals to accommodate other tasks. Our method supports flexible ranged-goal tasks in joint space or Cartesian space by utilizing barrier methods with novel loss functions to encode the valid range of a task. We demonstrate the effectiveness of our method through a simulation experiment that compares it to state-of-the-art alternative approaches, and by demonstrating it on a physical camera-in-hand robot that shows that our method enables the robot to achieve smooth and feasible camera motions.

I. INTRODUCTION

In real-time robotics applications, the robot needs to calculate how to move at each update to satisfy multiple kinematic requirements simultaneously. As exemplified in Figure 1, a writing application may have several kinematic requirements, which the robot must fulfill to generate accurate and feasible motions. Following Nakamura et al. [1], we consider the kinematic requirements that the robot must fulfill as tasks. These tasks can be classified into three categories according to their flexibility: (1) A task can have a specific goal with limited flexibility, which may cause the robot to lose the capability to achieve other tasks when attempting to accomplish it; (2) A task can have a range of equally valid goals, which provides broad flexibility for a robot to accommodate other tasks; and (3) A task can have a range of acceptable goals while also showing preference for a specific goal, which offers flexibility when needed for more critical tasks while still targeting a specific goal when possible. We refer to tasks in the last two categories as ranged-goal tasks, in contrast to the specific-goal tasks in the first category.

In this paper, we introduce a real-time robot motion synthesis method that is able to accommodate specific-goal tasks, ranged-goal tasks with equally valid goals, and ranged-goal tasks with preferred goals within a single, unified framework. We address the real-time multiple-task motion generation problem through a generalized Inverse Kinematics solver, called RangedIK, which incorporates a set of specific-goal or ranged-goal tasks in a weighted-sum non-linear optimization structure. RangedIK supports flexible ranged-goal tasks in joint space or Cartesian space by utilizing barrier methods with novel loss functions to encode the valid range of a task in optimization. The multiple-objective optimization structure enables RangedIK to leverage the flexibility in ranged-goal tasks to improve the accuracy, smoothness, and feasibility of robot motions.

This paper builds on prior work [2], [3], which provides a per-instance pose optimization method known as RelaxedIK that optimizes single poses to achieve certain accuracy objectives without sacrificing motion feasibility. This paper extends the RelaxedIK method by leveraging the flexibility offered by ranged-goal tasks. The contributions of this paper are threefold: (1) a method to incorporate ranged-goal tasks in a multiple-objective optimization-based motion generation structure using novel parametric loss functions (§IV-A and §IV-B); (2) a set of specific-goal or ranged-goal task functions to generate accurate, smooth, and feasible robot motions (§IV-C); and (3) empirical evidence that ranged-goal tasks can create flexibility for improved accomplishment of other tasks (§V). We provide an open-source implementation of our proposed method.

To assess the efficacy of our method, we compare RangedIK to RelaxedIK [2], [3] and Trac-IK [4] on application.
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cations with Cartesian tolerances, which create ranged-goal tasks to maintain end-effector poses within the tolerances \(\chi\). Our results suggest that RangedIK generates more accurate, smooth and feasible motions than RelaxedIK, which does not utilize the flexibility offered by ranged-goal tasks. Our evaluation also shows that both RangedIK and Trac-IK generate valid motions within the specified tolerance, but our approach produces smoother and more feasible motions than Trac-IK. To showcase the generality of our method, we also demonstrate that our method enables a camera-in-hand robot to generate stable videos \(\S V\). Finally, we conclude this paper with a discussion of the limitations and implications of this work \(\S VII\).

II. RELATED WORK

Our work builds upon prior works in semi-constrained motion planning, inverse kinematics, and barrier methods.

A. Semi-Constrained Motion Planning

Motion planning algorithms are widely used to enable end-effector path following. Semi-constrained motion planners have been presented to generate robot motions in applications that have Cartesian tolerances, i.e., where accurate end-effector movements in all six degrees of freedom are not required. Descartes [5], [6] is an open-source search-based semi-constrained motion planner released by the ROS-Industrial community. Recently, Malhan et al. [7] presented an iterative graph construction method to find trajectories that satisfy constraints in Cartesian or joint space. Besides the graph-based methods mentioned above, sampling-based methods have also been used in semi-constrained motion planners [8], [9].

While semi-constrained motion planners can effectively generate motions for path following, they are not appropriate in time-sensitive, real-time scenarios such as teleoperation. In this work, we use single pose optimization for real-time motion generation. Prior works have shown that single pose optimization is effective for generating motions in real-time scenarios such as teleoperation [10] and camera control [11].

B. Inverse Kinematics

Semi-constrained motion planners often call an Inverse Kinematics (IK) solver repeatedly to get the joint positions that produce desired end-effector poses. Some emerging IK solvers can handle Cartesian tolerances and only need to be called once by the semi-constrained motion planners. Trac-IK [4] handles Cartesian tolerances by redefining Cartesian errors. Such an approach enables Trac-IK to be incorporated with a motion planner [12], but results in choppy motions when generating motion in real-time (more explanations are in \(\S V\)). In this paper, we present a method that generates smooth motions not only for applications with Cartesian tolerances, but also other ranged-goal tasks.

In our work, we use the term “task” from task-priority IK [1], [13], [14], [15], which utilizes joint redundancy to handle a stack of tasks (kinematic requirements). The task priority framework has been extended to incorporate inequality tasks [16], [17]. Task-priority IK solvers can handle multiple tasks simultaneously by projecting a lower-priority task into the null-space of a higher-priority task, but this approach requires the robot to have sufficient kinematic redundancy for the null-space projections. Our method, on the other hand, can manage multiple and potentially competing tasks without the need for such redundancy requirements.

Task-priority IK approaches utilize a strict task hierarchy, which can sometimes be too conservative [18] or challenging to establish [19]. Meanwhile, non-strict task hierarchies are more flexible and are usually handled by weighted-sum strategies in optimization. Rakita et al. [2] demonstrated the benefits of using multiple-objective optimization to combine motion accuracy tasks with feasibility tasks such as self-collision avoidance. Building on this prior work, our approach leverages the flexibility of ranged-goal tasks to generate accurate, smooth, and feasible motions.

C. Barrier Methods

In non-linear optimization, barrier methods convert an inequality constraint to a positively-weighted “barrier” in the loss function to prevent solutions from leaving feasible regions [20]. Barrier functions have been widely used in robotics for real-time optimization-based controllers [21], [22], model predictive controllers [23], [24] and motion planners [25], [26]. In this work, we apply barrier functions to incorporate ranged-goal tasks in a multiple-objective optimization-based IK structure.

A strict definition of barrier functions requires them to go to infinity when a solution is close to an inequality constraint boundary. However, limitations of such “strict” barrier functions have been noted in prior work [23], [24]; strict barrier functions are only defined over the feasible space and their derivatives go to infinity as one approaches the constraint boundary. Therefore, Feller and Ebenbauer [24] proposed a relaxed logarithmic barrier function that has a suitable penalty term outside of the feasible space to overcome the downsides of strict barrier functions. While this function was designed to possess desired properties for model predictive control, in this paper, we design and utilize relaxed barrier functions to restrict kinematic task values in valid ranges for real-time motion generation.

III. TECHNICAL OVERVIEW

In this section, we provide notation for our problem and an overview of the optimization structure in our method.

A. Problem Formulation

Consider an \(n\) degree of freedom robot whose configuration is denoted by \(q \in \mathbb{R}^n\). A task (kinematic requirement) is described using \(\chi(q) \in \mathbb{R}\). The tasks can be classified in three categories according to the type of their goals.

A Specific-Goal Task has a single valid goal, e.g., a pose matching task that requires a robot’s end-effector to match a given goal pose. For such tasks, the value of the task function \(\chi(q)\) should match the goal value \(g(t)\) at time \(t\):

\[
\chi(q) = g(t)
\]
A Ranged-Goal Task with Equally Valid Goals allows for multiple valid goals within an interval. For instance, all joint positions are equally valid as long as they are within the joint limits of a robot. For such tasks, the value of the task function should fall within an interval defined by the lower bound \( l(t) \) and the upper bound \( u(t) \):

\[
l(t) \leq \chi(q) \leq u(t)
\]  

(2)

A Ranged-Goal Task With a Preferred Goal has a range of acceptable goals while showing a preference for a specific goal. For instance, the joint acceleration of a robot should be within its motor’s limits, but we would prefer the acceleration to be as small as possible to minimize energy usage. This type of task is defined by an acceptable interval \([l(t), u(t)]\) and a preferred goal \( g(t) \).

\[
\begin{align*}
\chi(q) &\approx g(t) \\
l(t) &\leq \chi(q) \leq u(t)
\end{align*}
\]  

(3)

The goal of our work is to compute a joint configuration \( q \) to achieve a set of tasks \( \{\chi_1(q), \chi_2(q), ..., \chi_m(q)\} \) as best as possible even when competing tasks arise, such as moving a robot to a goal pose while also minimizing energy usage. A task can be defined in joint space (e.g., minimizing joint acceleration), Cartesian space (e.g., matching end-effector poses), or a task-relevant space (e.g., keeping an object in view for a camera-in-hand robot). In real-time applications, future goals \( g(t+\delta) \) or goal ranges \([l(t+\delta), u(t+\delta)]\) are unknown at time \( t \), for any \( \delta > 0 \).

B. Non-linear Optimization

We formulate the problem posed above as a constrained non-linear optimization problem:

\[
q^* = \arg \min_q F(\chi(q)) \quad s.t. \quad l_i \leq q_i \leq u_i, \quad \forall i
\]  

(4)

where \( l_i \) and \( u_i \) are the lower and upper bounds of the \( i \)-th robot joint, and \( \chi \) is a set of tasks to be achieved. \( F(\chi) \in \mathbb{R} \) is the weighted sum of the loss function for each task:

\[
F(\chi) = \sum_{j=1}^{J} w_j f_j(\chi_j(q))
\]  

(5)

Here, \( J \in \mathbb{Z}^+ \) is the total number of tasks to be achieved and \( w_j \in \mathbb{R} \) is the weight value for the \( j \)-th task. \( \chi(q) \in \mathbb{R} \) is a task function that has a specific goal value or a goal range. \( f(\chi) \in \mathbb{R} \) is a parametric loss function that calculates the error between a task value \( \chi \) and the specific goal value or the goal range. We will describe the parametric loss functions and the task functions that we utilize in §IV.

IV. TECHNICAL DETAILS

In this section, we provide details on how we incorporate ranged-goal tasks in a multiple-objective optimization structure. We first introduce three basic loss functions that are used to normalize or regularize task values. Later, we use the basic loss functions as building blocks to design parametric loss functions \( f(\chi) \) for specific or ranged-goal tasks. Finally, we detail task functions \( \chi \) that are used to generate accurate, smooth and feasible robot motions.

A. Basic Loss Functions

1) Gaussian: To combine multiple tasks, it is important to normalize each task such that their values are over a uniform range [2]. One common normalization method is the negative Gaussian function:

\[
f(\chi, g) = -e^{-(\chi-g)^2/2\sigma^2}
\]  

(6)

where \( g \) is a goal value and \( \sigma \) is the standard deviation, which determines the spread of the Gaussian (Figure 3-A).

2) Wall: Another normalization method involves uniformly scaling values based on the lower bound \( l \) and upper bound \( u \): \( \chi' = (2\chi - l - u)/(u - l) \). After scaling, \( \chi' \) is within the interval \([-1, 1]\). We present a continuous function to impose a large penalty when \( \chi' \) is close to or outside the boundaries of the interval and a nearly zero penalty when \( \chi' \) is within the interval:

\[
f(\chi, l, u) = a_1 \left(1 - e^{-c(\chi'/b)^n}\right)
\]  

(7)

As shown in Figure 3-B, the function has “walls” at the boundaries, hence it is named the Wall function. In Equation 7, \( a_1 \in \mathbb{R} \) determines the wall “height”, \( b \in \mathbb{R} \) determines the wall “locations” and \( n \in 2\mathbb{Z}^+ \) determines the steepness of the walls.

3) Polynomial: Neither the Gaussian nor the Wall function provides sufficient derivatives when solutions are far away from their goal or goal range. The non-sufficient derivatives make optimization sensitive to the initial guess, causing it stuck before reaching the optimal point. On the other hand, polynomials provide sufficient gradients everywhere that point towards a goal \( g \):

\[
f(\chi, g) = a_2(\chi - g)^m
\]  

(8)

where \( m \in 2\mathbb{Z}^+ \) is the degree of the polynomial and \( a_2 \) determines the severity of the penalty when a value is away from the optimal point (Figure 3-C).

B. Parametric Loss Functions

Below, we use the basic loss functions in §IV-A as building blocks to design a loss function for each task category. All of these parametric loss functions are continuous and smooth.

1) Specific-goal tasks: To enable task values to match a specific goal \( g \), Rakita et al. [2], [3] combine the Gaussian and polynomial functions to design the Groove loss function:

\[
f_g(\chi; g, \Omega) = -e^{-(\chi-g)^2/2\sigma^2} + a_2(\chi - g)^m
\]  

(9)

Here, the scalar values \( c, a_2, \) and \( m \) form the set of parameters \( \Omega \). As shown in Figure 2-D, the Groove function has a narrow “groove” around the goal to steer values towards the goal and a more gradual descent away from the goal for better integration with other objectives.

2We computed \( b \) by solving \( 1 - \exp(-1/b^n) = 0.95 \) to impose 0.95 of the maximum penalty at boundaries.
functions can be introduced for more specialized tasks. Task functions $\chi$ are composed with parametric loss functions $f(\chi)$ described in §IV-B and then combined using Equation 5 to form the objective function $F(\chi)$. The parameters $\Omega$ of the parametric loss function can be found in our open-source implementation. We estimated the parameters based on visualizations (e.g., Figure 2) and fine-tuned them according to the robot behaviors. The following task functions were adapted from the objective terms in prior work [2].

1) End-effector Pose Matching: $\chi_P(q, t, i)$ and $\chi_R(q, t, i)$ indicate the end-effector’s position and rotation error in the $i$-th DoF. We describe $\chi_P$ and $\chi_R$ with respect to the goal end-effector pose $[p(t), R(t)]$.

$$
\chi_P(q, t, i) = \{\mathbf{R}^{-1}(t) [\Psi_p(q) - p(t)]\}^i
$$

$$
\chi_R(q, t, i) = \{\mathbf{S} [\mathbf{R}^{-1}(t) \Psi_R(q)]\}^i
$$

where $\Psi_p(q)$ is the robot’s forward kinematics function. $\Psi_p$ and $\Psi_R$ denote the position and orientation of the robot’s end-effector. $\mathbf{S}$ denotes a conversion from a rotation matrix to a vector (scaled-axis) with the direction of the rotation axis and whose norm is the rotation angle. $\{\cdot\}^i$ denotes the $i$-th element of a vector. $\chi_P$ and $\chi_R$ can be specific-goal tasks if exact pose matching is desired, but for applications with Cartesian tolerances, e.g., the benchmark applications we evaluate in $\chi_P$ of $\chi_R$ can be ranged-goal tasks.

2) Smooth Motion Generation: We consider the velocity $v$, acceleration $a$, and jerk $j$ of each robot joint separately for the smooth motion generation task. We set limits for each joint as follows ($i$ refers to the $i$-th joint of the robot):

$$
\chi_v(q, t, i) = q_i; \chi_a(q, t, i) = q_i; \chi_j(q, t, i) = q_i
$$

For joint velocities and accelerations, we use ranged-goal tasks with preferred goals. Joint velocities or accelerations are acceptable if they are within the motor limits and their preferred values are zeros. Joint jerks are treated as specific-goal tasks whose goal values are zeros.

3) Self-Collision Avoidance: We adapt the collision avoidance method from [27] for self-collision avoidance. Each robot link $l_i$ is represented as a convex shape (e.g., a capsule). A task function that represents the shortest straight-line distance between the $i$-th and $j$-th link can be written as:

$$
\chi_c(q, i, j) = \text{dist}(l_i(q), l_j(q))
$$

where $\text{dist}()$ is the shortest straight-line distance between two convex shapes and is computed using Support Mapping [28]. To consider self-collisions between all pairs of non-adjacent robot links, a group of ranged-goal tasks are added to the objective function (Equation 5).

$$
\sum_{i=1}^{N-2} \sum_{j=i+2}^{N} f_r(\chi_c(q, i, j), 0.02, \infty, \Omega),
$$

where $N$ is the number of robot links. We set 0.02 m as the minimum allowable distance between two non-adjacent robot links.

4) Kinematic Singularity Avoidance: We use the Yoshikawa manipulability measure [29] to evaluate how close a configuration $q$ is to a singularity. The manipulability task is defined as $\chi_m(q) = \sqrt{\det(J(q)J(q)^T)}$, where $J$ is the Jacobian matrix that maps joint speeds to end-effector
velocities. \( \chi_m(q) \) is a specific-goal task and is injected into the loss function \( f_g(x, 1, \Omega) \) to maximize manipulability.

V. Evaluation

In this section, we compare RangedIK with two alternative approaches, RelaxedIK and TracIK, to generate motions for applications that allow some tolerances in end-effector poses. These Cartesian tolerances create ranged-goal tasks that maintain end-effector pose within the tolerances.

A. Implementation Details

Our prototype implementation was based on the open-source CollisionIK library\(^3\). Our prototype uses the Proximal Averaged Newton-type Method (PANOC) [30] as the optimization solver. All evaluations were performed on an Intel Core i7-11800H 2.30 GHz CPU with 16 GB RAM.

B. Comparisons

RelaxedIK [2] is an optimization-based Inverse Kinematics solver that generates feasible motions given multiple objective terms, such as end-effector pose matching, smooth joint motion, and self-collision avoidance. However, all of the objectives have a single goal. We want to show that by considering ranged-goal tasks, RangedIK will generate more accurate, smooth, and feasible motions than RelaxedIK.

Another alternative approach is to generate motions with a widely used Inverse Kinematics solver, TracIK [4], which biases the search around the joint space of a given seed value. We provide the seed value as the configuration from the previous update. TracIK considers Cartesian pose tolerances by mapping pose errors to a discontinuous function:

\[
p_i^e = \begin{cases} 
0, & \text{if } l \leq p_i^e \leq u \\
p_i^e, & \text{otherwise}
\end{cases}
\]

(16)

Here, \( p_i^e \) is the pose error in the \( i \)-th degree of freedom. The discontinuous function makes the robot stop moving when the end-effector pose error is within the interval and leads to a sudden, large movement once the pose error is outside of the range. Consequently, motions generated by TracIK can have large joint accelerations and jerks.

C. Experimental procedure

We compared our method to alternative approaches on the four benchmark applications described in Section C. We used 7 metrics to measure the accuracy, smoothness, manipulability and validity of robot motions. Motion accuracy was measured using mean position error (m) and mean rotation error (rad), which were measured only in the degrees of freedom without tolerances. We used mean joint velocity (rad/s), mean joint acceleration (rad/s\(^2\)), and mean joint jerk (rad/s\(^3\)) to assess motion smoothness. Motion manipulability was measured by mean Yoshikawa manipulability [29], where a higher value indicates better manipulability. Motion validity was measured by the total number of solutions that exceeded the tolerances. We also measured mean movements in joint space, where larger joint movements result in increased wear and tear on the robot.

\( ^3 \)https://github.com/uwgraphics/relaxed_ik_core/tree/collision-ik
F. Results

As shown in Table II, both the non-redundant UR5 and the redundant Sawyer robot benefitted from RangedIK. Compared to RelaxedIK, our method generated more accurate and smoother robot motions with higher manipulability. Specifically, RangedIK could reach better Cartesian accuracy with less joint movement compared to RelaxedIK, and all solutions generated by RangedIK were within the Cartesian tolerances. These results indicate that our method RangedIK could leverage the flexibility offered by ranged-goal tasks to improve the quality of generated robot motions.

Our results also show that RangedIK could satisfy multiple kinematics requirements simultaneously. Compared to Trac-IK, which focuses on generating accurate solutions within joint limits, RangedIK could generate smoother motions with larger manipulability. In particular, due to the discontinuity in Equation 16, Trac-IK generated choppy motions with large accelerations and jerks.

VI. DEMONSTRATION

The experiment in Figure 3-A shows that our method can generate feasible motions for applications with Cartesian tolerances. In addition, we demonstrate the effectiveness of our method on a camera-in-hand robot that tracks a user’s hand to capture clear hand gestures or movements.

Prior works [11], [31] have presented a series of tasks to generate feasible camera motions (Figure 3-A). One of these tasks is the “look-at task” which steers the robot to look at the user’s hand. While prior works have set a specific goal for this task (Figure 3-B left), our method allows us to set a preferred goal and a range of acceptable goals (Figure 3-B right). By utilizing the flexibility of the ranged-goal task, our method generates smoother motions to prevent shaky videos. The demonstrations are shown in the supplementary video.

VII. DISCUSSION

In this work, we presented RangedIK, a real-time motion generation method that accommodates specific and ranged-goal tasks and leverages the flexibility offered by ranged-goal tasks to generate higher-quality robot motion. Below, we discuss the limitations and implications of this work.

TABLE II
RESULTS FROM THE EXPERIMENT

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Pos. Error (m)</th>
<th>Mean Rot. Error (rad)</th>
<th>Mean Joint Vel. (rad/s)</th>
<th>Mean Joint Acc. (rad/s²)</th>
<th>Mean Joint Jerk (rad/s³)</th>
<th>Mean Manipulability</th>
<th># Exceed Tolerances</th>
<th>Mean Joint Movement (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UR5</td>
<td>RangedIK</td>
<td>0.0021±0.0002</td>
<td>0.005±0.0003</td>
<td>0.042±0.02</td>
<td>0.0269±0.02</td>
<td>0.224±0.2</td>
<td>0.0544±0.01</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RelaxedIK</td>
<td>0.0023±0.0002</td>
<td>0.007±0.0005</td>
<td>0.050±0.02</td>
<td>0.0299±0.02</td>
<td>0.336±0.3</td>
<td>0.0533±0.01</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Trac-IK</td>
<td>1.8e-6±1.6e-6</td>
<td>1.5e-6±1.6e-6</td>
<td>0.061±0.04</td>
<td>1.933±2.48</td>
<td>115.536±149</td>
<td>0.0487±0.01</td>
<td>0</td>
</tr>
<tr>
<td>Sawyer</td>
<td>RangedIK</td>
<td>0.0014±0.0001</td>
<td>0.003±0.0002</td>
<td>0.034±0.02</td>
<td>0.0265±0.02</td>
<td>0.290±0.3</td>
<td>0.1539±0.04</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RelaxedIK</td>
<td>0.0017±0.0001</td>
<td>0.006±0.0004</td>
<td>0.041±0.02</td>
<td>0.0280±0.03</td>
<td>0.328±0.4</td>
<td>0.1535±0.04</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Trac-IK</td>
<td>1.3e-6±1.1e-6</td>
<td>2.0e-6±1.6e-6</td>
<td>0.047±0.03</td>
<td>1.4882±1.79</td>
<td>88.930±107</td>
<td>0.1440±0.05</td>
<td>0</td>
</tr>
</tbody>
</table>

The range values are standard deviations. The best value among the three methods for each measure is highlighted in bold.

A. Limitations

Our work has some limitations that highlight directions for future research. While our method can generate real-time feasible motions, it can lack foresight because the tasks are defined to find a feasible solution for now. Extension to this work could investigate ways to incorporate future feasibility tasks in our optimization-based structure. Also, our method builds on a non-linear optimization formulation that may get stuck in local minima. Future work should explore methods (e.g., warm-start strategies [32]) to enable our method to escape local minima. Finally, RangedIK treats all tasks as optimization objectives, which may require scenario-specific tuning of parameters and weights. Future work can extend our method to include automatic weight-tuning.

B. Implications

Our results demonstrate that RangedIK can utilize the flexibility in ranged-goal tasks to generate feasible motion-on-the-fly. We believe that such capability makes our method applicable in complex real-life scenarios where many, and potentially competing, tasks need to be achieved simultaneously, such as teleoperation or active camera control. Furthermore, the parametric loss functions presented in our work could benefit other optimization-based methods, e.g., offline motion planning or model predictive control.